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Abstract. The paper deals with the problems of cloud computing applied for industrial applications on the ground of practical experiences in certain manufacturing corporation. The main part of paper is oriented to proposal of the numerical model on the base of Infrastructure as a Service (IaaS) and its mathematical description. In addition the model has been extended to include the requirements of mission critical systems with real time behaviour and fail-safe features. The models were realised via virtualisation software Hypervisor which creates a group of available virtual resources through physical infrastructure, which can be offered to customers. Proposal solution enables to create a proper size of cloud infrastructure for hardware provisioning according to customer requirements.
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1. Introduction

Cloud computing is a modern term applied to large hosted datacenters that offer various computational services on a "utility" basis [1], [2]. The general understanding of cloud computing is related to an on-demand service model by which various different resources (hardware, software, and services) are delivered over the network. This network could be the intranet of a company or the internet when the service is ordered from an external provider [2], [3]. The resources involved in cloud computing primarily are computational resources (e.g. server, storage, network, software), and they are primarily provided as services for the users according to defined rules [1], [5]. Currently, there are three possible cloud service layers that can be used in combination to build a full end-to-end cloud.

- Software as a Service (SaaS) - offers an application on demand over the network.
- Platform as a Service (PaaS) - provides a complete development platform including the necessary built-in services, such the databases and the middle-ware on demand over the network.
- Infrastructure as a Service (IaaS) - a service which is offering the hardware and the software components, such as computers and the storage systems.

A cloud may be hosted by an enterprise or a service provider and to provide services to the clients represented by PCs, tablets and smartphones. Datacenters can be distributed geographically to achieve higher redundancy and service independency on physical location of physical host systems. There are three deployment models defined for cloud computing [4]:

- Public Cloud - that is available to clients from a third party service provider via the Internet.
- Private Cloud - implemented internally within the company or organization and its private network.
- Hybrid Cloud - a combination of public and private cloud.
2. Approach on the Base of IaaS Service Layer

This service layer delivers computer infrastructure (typically hardware, storage, servers and data center space or even network components to customer). It may include basic software within provided infrastructure. IaaS enables users to self-provision these resources in order to run own platforms and applications. It is also known as Hardware as a Service (HaaS). However, more advanced services can be provided on the same infrastructure as well such as database and WEB provisioning (PaaS) or even selected applications (SaaS) as it is shown in Fig. 1. Generally, there are several options for providing IT infrastructure via Cloud. The most commonly used method is hardware virtualization. Virtualization is based on a common network infrastructure and physical servers (hosts) that can be installed in various locations and facilities. This infrastructure with the help of virtualization software called hypervisor creates a group of available virtual resources which can be used through so-called virtual machines (VM). It is up to a customer which an operation system and applications are installed on provided VM.

3. Model Realisation and its Mathematical Description

Virtual Machine can represent a logical server or desktop object which simulates a logical hardware object that behaves exactly like a physical computer or a storage. It has its own "Virtual" Processor unit (VP), Virtual memory RAM (VRAM), Virtual Network Interface Card (VNIC) and virtual hard disk (VFS) and runs as an isolated operating system installation on shared hardware, called a host. The process of virtualization works by inserting "hypervisor", directly into the computer hardware. Remote workstations (PCs, thin-clients, workstations) can access to virtual machines via terminal software with selected protocol for example Remote Desktop Protocol (RDP). The proposed model of IaaS is shown in Fig. 2. Host servers provide their physical hardware resources which are mapped by Hypervisor to virtual resources. Virtual resources are assigned to defined virtual machines VMs consisting one or more virtual processors, requested amount of RAM, disk space and virtual network card. The hardware sizing for needed VM resources must be in a correlation with available physical resources of the host computers. The correct configuration of host servers is a prerequisite for implementation of server virtualization in IaaS. Based on the provided model we can define the following parameters:

- \( N_{\text{hosts}} \) - number of physical servers,
- \( N_{\text{hosts}VP} \) - number of physical servers as to VProcssors,
- \( N_{\text{hostsVRAM}} \) - number of physical servers as to VRAM,
- \( N_{\text{UP}} \) - number of processors in host (sockets),
- \( N_{\text{Cores}} \) - number of cores per processor,
- \( VP_{ij} \) - virtual processor of VM,
- \( \text{RAM}_{\text{host}} \) - RAM size in Hosts (GB),
- \( \text{RAM} \) - RAM size needed for host itself (GB),
- \( n \) - number of VMs,
- \( m \) - number of virtual processors per VM,
- \( \text{VFS}_i \) - size of requested virtual file systems,
- \( \text{FS} \) - requested file system for physical host itself (GB) or overall size of file systems connected to hosts (GB).

The number of physical host servers is most significant design parameter for IaaS. It can be defined by:

\[
N_{\text{hosts}VP} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} VP_{ij}}{N_{\text{Cores}} \cdot N_{\text{UP}}},
\]

or amount of virtual memory by all requested virtual machines,

\[
N_{\text{hostsVRAM}} = \frac{\sum_{i=1}^{n} VRAM_i}{\text{RAM}_{\text{host}} - \Delta \text{RAM}}.
\]
The final result is calculated as a maximum from parameters $N_{\text{hosts}_{\text{VP}}}$ and $N_{\text{hosts}_{\text{VRAM}}}$ but has to be rounded to the nearest higher value:

$$N_{\text{hosts}} = \max\{N_{\text{hosts}_{\text{VP}}}, N_{\text{hosts}_{\text{VRAM}}}\}.$$  

(3)

In addition to the requested amount of the physical host servers a size of file system is also needed for proper setting of overall IaaS infrastructure. It has to be calculated according to:

$$FS = \sum_{i=1}^{n} VFS_i + \Delta FS \times N_{\text{hosts}}.$$  

(4)

The proposed model can be used for calculation of the number of requested host computers with associated amount of file space. This calculation enables configuration of IaaS service provisioning for generic applications.

4. Extended Model
Realisation for Fail-Safe and Real Time Support

In case of need to support mission critical systems in cloud environment, generally, there are two critical requirements that have to be considered supported for hardware provisioning via Cloud Computing and IaaS:

- Support of Fail-Safe operation (for safety-related applications) [8], [9].
- Real time features.

4.1. Proposal of Assurance for Fail-Safe Support

In case of a failure of host computer all the hosted virtual machines are affected in the same time. It would mean that the service is significantly affected and required hardware is not provided to cloud subscribers until host is recovered and reachable again. This behavior cannot be accepted by any mission critical system [10]. Therefore it is a nature feature of the Cloud Computing that the service delivery is independent on the physical position of a hardware component within the cloud. Switching of the virtual machines between different host systems is allowed. In case of a failure of a host computer all the virtual machines have to be automatically moved and restarted on a different physical host server. The switching of VM machines between different host systems is allowed. In case of a failure of a host computer all the virtual machines have to be automatically moved and restarted on a different physical host server. In case of a failure of a host computer all the virtual machines have to be automatically moved and restarted on a different physical host server.

$$N_{\text{hosts}} = \max\{N_{\text{hosts}_{\text{VP}}}, N_{\text{hosts}_{\text{VRAM}}}\} + 1.$$  

(5)

Another option is to provide fail-over operation between hosts in two independent server rooms. In addition to the standard switching, the virtualization has to deal with situation when the data-stores are located in the different storage systems.

Fig. 3: Extended model for VM machines with Fail-over procedure.

In such case, there is a need to replicate data stores between data centers with using an additional tech-
4.2. Proposal of Assurance for Real Time Conditions

The hypervisor layer presents multiple sets of "virtual hardware" to defined virtual machines. For hardware virtualization, an additional virtualization layer has to be added between physical hardware and a virtual machine with dedicated operation system and requested control application software. The new layer might cause not only an additional latency, but could significantly influence overall response time by compromising requested deterministic framework. Therefore, we can propose an approach based on a real-time capable Hypervisor (RTH), as it is illustrated in Fig. 4. RT hypervisor would have to control assignment of physical resources (RAM, NIC, µPC) to virtual machines (VM1,...,VMN) equally in precise time slots, emulating token based approach among virtual machines. It means that host resources are assigned to each VM cyclically. This approach enables deterministic response time and real-time behavior. According to proposed solution, a numerical model can be created to evaluate basic interaction of Hypervisor module with particular VM servers. Having taken into consideration the request to support real-time properties by Hypervisor, let us assume that the model can be represented by finite population queuing model that is often used for interactive systems [11]. Hypervisor sub-system consists of queue for centrally managed hardware resources. Each VM server (VMi) interacts with Hypervisor (HV1) and can be in either an idle status, without request for resources, or requesting status, or receiving status. In order to achieve real time properties, a time-sharing model is suggested. Hypervisor resources are assigned equally among all requesting VM servers. After solving the first assigned interaction, Hypervisor serves another interaction in queue.

The performance can be evaluated by service rate ($S_r$), which is defined as a performance of Hypervisor (HV) instantly assigned among all interactions for given physical resource, as defined by:

$$S_r = \frac{\mu}{n},$$

where:

- $S_r$ - Hypervisor service rate,
- $n$ - number of interaction among Hypervisor and VMs,
- $\mu$ - Hypervisor performance per resource (MIPS).

The proposed numerical model of finite population queuing system can be expressed by the following equations:

$$W = \frac{N \cdot E(s)}{\rho} - E(t),$$

$$\rho = 1 - p_0,$$

$$\lambda_T = \frac{\rho}{E(s)},$$

$$p_0 = \frac{1}{\sum_{n=0}^{N} \frac{N!}{(N-n)!} \left( \frac{E[s]}{E[t]} \right)^n},$$

where:

- $W$ - response time of Hypervisor,
- $E(s)$ - service time per VM interaction,
- $E(t)$ - idle time between finished and new interaction,
- $N$ - amount of VM servers,
- $\rho$ - Hypervisor utilization,
- $p_0$ - probability that Hypervisor is idle,
- $\lambda_T$ - throughput in interactions per VM unit time.

The most important parameter, which is used to describe performance, is overall response time of Hypervisor, represented by Eq. (6). It is calculated from assigned service time per each interaction $E(s)$, which is multiplied by number of all VM hosts ($N$) and divided by Hypervisor utilization and time to next request for interaction $E(t)$. Hypervisor utilization is related to probability that hypervisor is not idle and there are requirements for interactions ($n$) from possible VM hosts.
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5. Service Contract for Provisioning of IT Infrastructure via IaaS

The demands of customers with respect to the number of requested virtual machines (client, servers), versions of operation systems and detailed system parameters (number of processors, RAM size, ...), have to be specified in form of "Service contract", which is valid for provided IaaS services of Cloud Computing. Having defined the models for provisioning of IT infrastructure from previous chapters, we can apply these results also for a service contract specification. The proposed service contract is based on Service scope and Service Level Agreement (SLA), as shown by Fig. 5.

Fig. 5: Specification of service contract for IaaS.

The service scope is defined by provided infrastructure objects and their parameters as expressed by equation Eq. (11). Quality of the service is specified by key-performance indicators (KPI), which are to be delivered and kept during service provision. The system response time \( W \) and throughput \( \lambda \), which is represented by number of interactions (I/O) per requested virtual machine (VM), are proposed as typical KPIs of SLA.

\[
\psi_{SC} = \{ VM_i, KPI_i \}, \quad i = 1, \ldots, n, \tag{11}
\]

\[
VM_i = \{ VP_{ij}, VRAM, VFS_i \}, \tag{12}
\]

\[
KPI_i = \{ W_i, \lambda_{Ti} \}, \tag{13}
\]

where:

- \( \psi_{SC} \) - service contract of requested service,
- KPI\(_i\) - service level agreement per service.

6. Obtained Results

The proposed model was applied for verification of already implemented VM infrastructure without considering the required disk space and service level agreement with KPIs. The simplified model is represented according to equation Eq. (14).

\[
\psi_{SC} = \{ VM_i \}, \quad i = 1, \ldots, n, \tag{14}
\]

and we can define a service contract just as number of defined virtual machines (VM = 54) with required virtual processors (VP = 2) and virtual RAM (VRAM = 16 GB). The host server infrastructure (e.g. HP BL 390) is represented by the following parameters:

- \( \mu_P = 2 \),
- \( N_{Cores} = 8 \),
- \( \text{RAM}_{\text{host}} = 196 \),
- \( \Delta \text{RAM} = 4 \).

Next parameters were determined according to Eq. (15) to Eq. (17):

\[
N_{\text{hosts}_{VP}} = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{VP_{ij}}{N_{Cores} \times \mu_P} = \frac{54 \times 2}{8 \times 2} = 7, \tag{15}
\]

\[
N_{\text{hosts}_{VRAM}} = \sum_{i=1}^{n} \frac{VRAM_i}{\text{RAM}_{\text{host}} - \Delta \text{RAM}} = \frac{54 \times 16}{196 - 4} = 5, \tag{16}
\]

\[
N_{\text{hosts}_{VRAM}} = \max \{ N_{\text{hosts}_{VP}}, N_{\text{hosts}_{VRAM}} \} + 1 = 8. \tag{17}
\]

After applying the proposed numerical model, provisioning of IaaS with 54 virtual machines can be achieved by 8 host servers, based on given hardware parameters of host servers and used fail-safe approach (+1 redundant server). In contrast to applied model, the real implemented host infrastructure, for given specification, was based on 10 host servers (5 plus 5) that were installed in two data processing centers, having a free unused capacity that might be used for future service extension.

7. Conclusion

The paper dealt with cloud computing and possibilities to use Infrastructure as a Service for hardware provisioning through hardware virtualization. The model is based on so-called Virtual Machine (VM) representing logical server object or desktop. The main focus was paid on creation of the numerical model which is proposed as a tool for a calculation and sizing of physical infrastructure. The proposed model has been extended so that the requirements of mission critical systems such as fail-safe behavior and real-time features could
be supported as well. This model therefore provides the required parameters for hardware sizing including additional hardware components for VM move procedure. Moreover it includes the finite population queuing model to concentrate on overall system throughput and response time of Virtual machines. The both models can be used for more detailed analysis of virtualization and its influence to mission critical systems. However, this is just the first step that is to be extended with service level agreement model and KPIs. The simplified model was successfully verified on existing host infrastructure where the number of required physical host servers is very close to the real number of used servers considering practical reserve for next extensions.
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