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Abstract. The Error Correction Code (ECC) is uti-
lized to reduce the probability of error in digital sys-
tems. The binary Golay code is an ECC that can cor-
rect any combination of three or fewer random errors
over a block of 23 digits. This code can be extended by
appending a parity check bit to each codeword. There
are several algorithms for constructing of Golay code,
but more of them are not comfortable for hardware im-
plementation. In this paper, an efficient hardware ar-
chitecture is presented for the encoder of both binary
Golay code and extended Golay code based on CRC.
The proposed Golay code encoder is constructed of three
units, which are designed carefully: data path, control
unit and conversion unit. The proposed architecture
is implemented on FPGA using Xilinx ISE 14.2. The
implementation results demonstrate that low latency,
high throughput, low area and less complexity are the
advantages of this architecture compared to previous ar-
chitectures. Thus, this hardware module can be used for
high-speed digital systems.
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1. Introduction

A major concern of digital system designers is the con-
trol of error so that the data can be reliably reproduced
[1]. Thus, a reliable digital system must be able to de-
tect and correct such errors. To reach this goal, error
detecting and correcting codes are used. In fact, the
Error Correction Codes (ECCs) are utilized for recog-

nizing and correcting errors in digital systems [1], [2],
[3] and [4].

The ECC theory started in the 1940s with the works
of Hamming [5], and Golay and Shannon [6] to detect
errors. The ECCs can be divided into several types.
Some of these codes only detect a single bit error and
other codes can detect multi-bit errors. In addition,
there are some codes that can identify the exact loca-
tion of the errors, which are called error detection and
correction codes [1].

The binary Golay code (G23) is a perfect linear er-
ror correcting code that can correct any combination
of three or fewer random errors over 23 digits block.
The Golay code can be extended by appending a par-
ity check bit to each codeword. Binary Golay code
(G23) is shown as (23, 12, 7), which means the code-
worde length is 23, the message length is 12 and Ham-
ming distance is 7. On the other hand, the extended
binary Golay code (G24) is half-rate code as (24, 12, 8).
It is one type of block codes in which any 3 bits error
can be corrected or any 7 bits error can be detected
[7]. The encoder for Golay code provides 12 data bits
and 11 check bits that are generated according to the
polynomial for the (23, 12) Golay code [8].

A review of the various works to design and imple-
ment of Golay code introduces several algorithms for
Golay code, but there are a few algorithms that can
be implemented in hardware [8], [9] and [10]. Weng
and Lee [11] developed a hardware architecture for Go-
lay code encoder based on Cyclic Redundancy Check
(CRC) and Linear Feedback Shift Register (LFSR),
but due to less throughput and high latency, it is
not suitable for high-speed data communication links.
Sarangi and Banerjee [7] have proposed an algorithm
and architecture for hardware implementation of Go-
lay code encoder in FPGA. Authors of [7] utilized the
encoding architecture that processes the codeword in-
stead of the bit per clock cycle. The synthesis fre-
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quency in this architecture is 238.575 MHz, which will
be improved in this paper.

This paper presents and evaluates an efficient en-
coder architecture for both binary Golay code and ex-
tended binary Golay code. The proposed architecture
is implemented on various FPGA devices. The im-
plementation results show that the proposed encoder
architecture has advantages compared to encoder ar-
chitectures in recent related works.

The rest of this paper is organized as follows. Sec-
tion 2. briefly describes the required background.
The proposed binary and extended Golay code archi-
tectures are presented in Sec. 3. The hardware im-
plementation of the proposed encoder architecture is
presented and compared in Sec. 4. Finally, Sec. 5.
concludes this paper.

2. Background

2.1. Cyclic Redundancy Check

Cyclic redundancy check or simply CRC is one of the
powerful method, which is used for detecting and cor-
recting errors on serial data communication link, digi-
tal network and in mass storage devices [12]. To check
for errors, CRC uses a math calculation to generate an
integer based on the transmitted message. The trans-
mitter performs the calculation before sending its re-
sults to the receiver. The receiver repeats the same
calculation after transmission. If both transmitter and
receiver obtain the same result, it is assumed that the
transmission is error-free [12].

It should be noted that the high-throughput rate
computation is hard to achieve without using hard-
ware acceleration [13], [14] and [15]. One of the more
established hardware solutions for CRC is LFSR. In
this method, every n-bit data word needs n clock cy-
cles to calculate the checksum. So, this property causes
high-latency and low-throughput.

2.2. The Golay Code

The binary Golay code is defined in a Galois field
GF (2) by its length 23, number of data 12, and min-
imum distance 7. We use (23, 12, 7) to denote binary
Golay code in the binary field GF (2). In other words,
the covering radius is the maximum number of hard
decision errors, which are correctable by this code. In
the perfect codes such as the Golay code, the covering
radius is calculated as dmin−1

2 . For the Hamming code
[2m − 1, 2m − m − 1, 3], the covering radius is 1 and
for the binary Golay code, the covering radius is 3 [16].
This code can be put in the cyclic form. Hence, it can

be encoded and decoded based on its cyclic structure.
It is generated by one of the flowing polynomials [1]
and [9]:

g1(X) = 1 +X2 +X4 +X5 +X6 +X10 +X11, (1)

g2(X) = 1 +X +X5 +X6 +X7 +X9 +X11. (2)

Both g1(X) and g2(X) are factors of X23 + 1 and
X23 + 1 = (1 +X)g1(X)g2(X), which are polynomial
generators [1] and [7].

The encoding can be done using an 11-stage shift
register by feedback connections according to g1(X)
or g2(X) [1]. The remainder of the division gives the
required check bits with the data giving us the Golay
codeword. The minimum Hamming distance of binary
Golay code (23, 12) is 7. The number of corrected error
bits is 3. All the 3 bits error can be corrected [17], [18]
and [19]. As a result, it is called perfect code. It meets
the following equation [3], [17] and [19]:

2n−k =

t∑
i=0

(
n

i

)
. (3)

In this equation, n denotes the number of codeword
bits and k denotes the number of message bits. For
the binary Golay code (23, 12, 7), the above equation
is as follows:

223−12 = 2048 = 1 +

(
23

1

)
+

(
23

2

)
+

(
23

3

)
. (4)

This satisfies the Hamming bound. It is said that Go-
lay discovered this code by observing this relationship
in Pascal’s triangle [20]. For the extended Golay code
(24, 12), n = 24, and k = 12. The distance of this ex-
tended Golay code is increased to 8. In addition, all 3
bits error can be corrected [17], [21] and [22].

2.3. The Binary Golay Code
Algorithm Based on CRC

The encoding in Golay code consists of followings steps
[1], [7] and [23]:

• Step 1: The generator polynomial g(X) is se-
lected for long division process. It is equivalent
to 110001110101 or 101011100011 in the binary
digit form [1], [7] and [23].

• Step 2: Multiply data u(x) by X23−12. It is equiv-
alent to appending 11 zeros to the right of message
[1], [7] and [23].

• Step 3: The remainder b(x) is obtained (the parity
check bit) from dividing Xn−ku(x) by generator
polynomial g(X) [1], [7] and [23]. In digital form,
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it is equivalent to the remaining bits except for the
most significant bit, which is resulted at the end
of the long division process [1], [7] and [23]. The
message and check bits provide the codeword of
the encoded Golay code (23, 12, 7).

• Step 4: b(x) and Xn−ku(x) are combined to ob-
tain the code polynomial b(x) + Xn−ku(x). It is
equivalent to appending parity check bit resulted
in step 3 to end of message [1], [7] and [23].

2.4. The Extended Binary Golay
Code

The extended binary Golay code (24, 12, 8) is gener-
ated by appending the parity bit to the binary Golay
code. When the binary Golay code weight is even, the
parity bit 0 is concatenated to binary Golay code. Oth-
erwise, parity bit 1 is concatenated [7]. The extended
binary Golay code weight must be a multiple of four
and equal or greater than 8 [7] and [24]. Figure 1 shows
an example to verify the algorithm for long division [7].

1010 0010 0111 000 000 000 00

1010 1110 0011

0000 1100 0100 0000

          1010 1110 0011

          0110 1010 0011 0

            101 0111 0001 1

            011 1101 0010 10

              10 1011 1000 11

               01 0110 1010 010

                 1 0101 1100 011

                 0 0011 0110 0010 00

                          1 0101 1100 011

                          0 11101 1010 110

                             10101 1100 011

                               01000 0110 101

 

Parity check-bits

Fig. 1: An example for the generation of check bits [7].

In this example, the message is A27h, M(x) = A27h,
the polynomial is g(X) = (1010 0010 0111 0000 000)2
and the generated check bits are 435h. As a result, the

encoded codeword is A27435h. So, the generated G24

codeword is (1010 0010 0111 1000 0110 1011)2 [1] and
[7]. The weight of generated codeword in this example
is 12 that is greater than eight and multiple of four.
Thus, the generated codeword is valid.

3. The Proposed Architectures

The proposed architecture for the binary and extended
binary Golay code is constructed in three units:

• data unit or data path,

• control unit,

• conversion unit,

which will be described in this section as follows.

3.1. The Proposed Binary Data Unit
Architecture

Figure 2 shows the proposed architecture for the binary
Golay code generator.
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Binary Golay code

R3[10:0]

O[3:0]

12

12

12 12

12

5

11

(23, 12,7)
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e=!ld?
1

0

Fig. 2: The data path of the proposed architecture for the bi-
nary Golay code generator.
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In this architecture, R1, R2, R3 and R5 in data path
are 12-bit registers and R4 is 23-bit register. The value
of the polynomial generator is stored in the register
R2. The 2:1 multiplexer is utilized to choose a primary
message (the contents of the register R1) or shifted the
intermediate results (the contents of the register R5).
In each stage of the data unit, a simple binary XOR
gate is used for modulo-2 subtraction. The result of
bitwise XOR operation is saved in register R3. A 12:4
priority encoder has been utilized for the detecting of
the number of zero bits before the first bit 1 remaining
at any stage.

A circular shift register is utilized to shift the inter-
mediate result to left within the output of the priority
encoder. Then, the results are saved in the register R5
and then loop back to cycle until e become 1 and Golay
code is constructed and loaded in R4 register.

3.2. The Proposed Binary Control
Unit Architecture

Figure 3 shows the control unit, which is utilized for
loop control mechanism and comprised of two multi-
plexers, one subtractor and two registers, R6 and R7.

R6

P

R7

0 1

-

1011

O[3:0]

5

5

5

5

0 1

1

1

1

5

P

P

1011

Fig. 3: The control unit of the proposed architecture for the
binary Golay code generation.

All multiplexers, which are used in the data path,
and subtractor in control unit are activated by signal
P , and all multiplexers in control unit are activated by
signal S. It should be noted that signal P is the bit
by bit OR operation of priority encoder output and S
is the bit by bit OR operation of R5 register. If the
priority encoder output is zero, then signal P will be
zero, and otherwise, it will be one.

As it is shown in Fig. 3, in the first step of the
control unit, registers R6 and R7 are loaded with
(11)10 = (001011)2. So, one input of subtractor is
initialized with 11 that shows the number of zero to
be added in step 2 of the algorithm. It also gets up-
dated with the contents of R7 when signal P becomes
one. Another input of the subtractor is the output of
priority encoder.

The result of the subtraction is either zero or a neg-
ative value after the final iteration that is saved in reg-
ister R7. Where the value of the register R7 becomes
zero, the register R4 is loaded that denotes the end of
the division process. As a result, the check bits gener-
ation process is ended.

The signal ‘Ld’ in Fig. 2 is the control signal for
controlling the load of the parity check bit value or R3
[10:0] contents to register R4 at final iteration. Note
that Ld =! (R7 [4]) & (|(R7)) where (|(R7) means bit
by bit OR operation of R7 bits.

The above expression is developed based on the fact
that signal ‘Ld’ must become zero where the value of
register R7 is either zero (|(R7) = 0) or negative ((R7
[4]) = 1). As signal ‘Ld’ becomes zero, signal ‘e’ be-
comes one and eleven bits of register R3 [10:0] are sent
to R4 [10:0]. In addition, data contents are sent to R4
[22:11]. As a result, iteration loop is broken and the
content of the register R4 gives the encoded codeword.

3.3. The Proposed Conversion
Binary Golay Code to Extended
Binary Golay Code Architecture

The proposed hardware architecture for the converting
binary Golay code to extended binary Golay code is
shown in Fig. 4.

In this architecture, the weight of the binary Golay
code can be found by adding all 23 bits of the register
R4 and the resulting sum is stored in the register R8.
Register R9 contains content of R4 concatenated with
R8 [0]. If the contents of R8, which is the number of
one’s in the binary Golay code becomes even, then R8
[0] will be 0 and vice versa, which acts as the parity bit.
Finally, R9 contains extended binary Golay codeword.
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R9

23

R8

R4

+

23

R8[0]

5

Fig. 4: The proposed architecture for converting the binary Go-
lay code into the extended binary Golay code.

4. Hardware Implementation
and Comparison of The
Proposed Architectures

The Golay encoder algorithm based on CRC is ver-
ified by using MATLAB R2014a tool. In addition,
the proposed hardware architectures, which are shown
in Figs 2-4, have been implemented on Virtex 5
(XC5vfx70t), Virtex 6 (XC6vlx760l-1Lff1760), Virtex
7 (XC7vx330tl-2Lffg1157) and Spartan 6 (XC6lx150l-
1Lfgg767) FPGA devices using Verilog description lan-
guage in Xilinx ISE 14.2.

Table 1 shows the implementation results of the pro-
posed architecture for the Golay code encoder on var-
ious FPGA devices.

Tab. 1: The implementation results for the proposed architec-
ture on varies FPGAs.

FPGA
device

Synthesized
frequency
(MHz)

Number
of LUT

Number
of Slices
(Area)

Virtex 5 262.469 138 76
Virtex 6 356.506 87 88
Virtex 7 334.874 159 88

Spartan 6 121.407 88 90

To perform a fair comparison with previous hard-
ware implementations, the proposed Golay code en-
coder architecture is re-implemented on Virtex 4
FPGA device. The post place and route values of the
proposed architecture are shown in Tab. 2, Tab. 3 and
Tab. 4 contrasted with [7], [11], [12], [17] and [25].

Table 2 compares the properties of the hardware im-
plementation of Golay code encoder architectures.

Based on our implementation results that are shown
in Tab. 2 and Fig. 2, Fig. 3 and Fig. 4 the proposed
architecture for the Golay code encoder occupies less
area in comparison with encoder architecture in [7].
It is because the proposed architecture requires fewer

Tab. 2: Comparison of Golay code encoder.

Reference
Number of

4 input
LUT

Number of
occupied

Slices (Area)

Synthesized
frequency
(MHz)

[7] 187 103 238.575
[17] 13 Not mentioned 238.575

This paper 118 88 251.247

registers. Based on these implementation results, the
number of required 4-input LUT, and the number of
the occupied slices in the proposed encoder architec-
ture are reduced compared to architecture in [7] by
about 36.9 % and 14.6 %, respectively. In addition,
the synthesized frequency is improved from 238.575 to
251.247 MHz in comparison with encoder architecture
in [7] and [17].

Table 3 represents a comparison of latency and clock-
ing mechanism of the proposed architecture with other
architectures in [7] and [11].

Tab. 3: The compassion of latency and clocking mechanism of
the Golay code architectures.

Reference Latency
(clock cycle)

Clocking
mechanism

[11] 23 System clock
+ clock doubler

[7] 12 System clock
This paper 12 System clock

Based on our implementation results that are shown
in Tab. 3, the proposed Golay code architecture, similar
to [7], avoid any extra clocking mechanism compared
to [11].

Table 4 compares the proposed architecture with
parallel CRC-11 circuits.

Tab. 4: The comparison of the proposed architecture with par-
allel CRC-11 circuits.

Reference LUT utilization
(%)

Latency
(clock cycle)

[12] 1.33 12
[25] 1.72 12
[7] 0.14 12

This paper 0.076 12

Table 4 depicts that the percent of the utilized LUT
is reduced by about 45.8 %, 94.3 %, and 95.6 % com-
pared to parallel CRC-11 circuits in [7], [12] and [25],
respectively. In addition, Tab. 5 compares the prop-
erties of the hardware implementation of Golay code
encoder architectures on Virtex 5 FPGA device.

Tab. 5: Comparison of Golay code encoder.

Reference Number
of LUT

Number of occupied
Slices (Area)

[26] 211 109
This paper 138 76
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Based on our implementation results that are shown
in Tab. 5, the proposed architecture for the Golay code
encoder occupies less area and LUT in comparison with
encoder architecture in [26]. Based on these implemen-
tation results, the number of required LUT, and the
number of the occupied slices in the proposed encoder
architecture are reduced compared to architecture in
[26] by about 34.6 % and 30.3 %, respectively.

5. Conclusion

In this paper, an efficient encoder architecture was de-
signed based on CRC for both binary Golay code and
extended binary Golay code. The proposed Golay code
architecture was implemented on Virtex 4, Virtex 5,
Virtex 6, Virtex 7 and Spartan 6 FPGA devices using
Xilinx ISE 14.2. The implementation results showed
that the developed encoder architecture for both bi-
nary Golay code and extended binary Golay code has
advantages compared to Golay code encoder architec-
tures in [7], [11], [12], [17], [25] and [26]. Therefore, the
developed encoder modules for Golay code can be used
for various applications in high-speed communication
links and mass storage devices.
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