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SCANNING OF MARKOVIAN RANDOM PROCESSES

VZORKOVANIE MARKOVOVYCH NAHODNYCH PROCESOV
Gustiv Ceptiansky
Slovenské telekomunikdcie, a.s. Bratislava, Centrum technickej podpory, pracovisko Wolkerova 34, 975 86 Banskd Bystrica

Summary Function of most electronic devices is based on the microprocessor control. A microprocessor must scan and evaluate
function of many controlled equipment that can be transformed into 2 statuses — “free” or “busy”. Microprocessors in a digital
exchange are the typical example of that. It can be said the microprocessors are in a discrete dialogue with the controlled parts. They
ascertain in regular time intervals whether the status of the controlled equipment has changed. 1 or more “busy” statuses may
exist in the same time. As the changes from “free” to “busy” and from “busy” to “free” occur randomly, the state of i busy statuses
lasts for a random period too. If the changes have pro-perties of Markovian process, the probability which each change will be
detected with and hence the scanning rate needed can be derived.

Abstrakt Cinnost’ vagsiny elektronickych zariadeni je zaloZend na mikroprocesorovom riadeni. Mikroprocesor musi vzorkovat' a
vyhodnocovat’ funkciu mnohych riadenych zariadeni, ktord moZe byt prevedena do 2 stavov — ,,voIné“ alebo obsadené®. Typickym
prikladom takéhoto riadenia si mikroprocesory v digitdlnych tstredniach. MéZeme povedat’, Ze mikroprocesory vedi preruSovany
dialég s riadenymi ¢astami. V pravidelnych asovych odstupoch vyhodnocujd, ¢i sa stav riadeného zariadenia zmenil. V tom istom
Case mdZe byt 1 alebo viacero obsadenych stavov. PretoZe sa zmeny zo stavu ,,volné“ na stav ,,obsadené” a opaéne vyskytuji

ndhodne, stav i obsadenych zariaden{ trva tieZ ndhodne. Ak tieto zmeny maji vlastnosti Markovovho procesu, je moZné odvodit’

pravdepodobnost’, s akou bude

1. BASIC CONSIDERATIONS

The homogenous (stable in time) Markovian process
X(¢) with discrete states can be described by these basic
equations [1]:

P{X(t+A)=j/X(D)=i} = pi{ A1),

which is the transition probability of the random process
X(#) from the status { which was in the time ¢ to the

status j within the time interval (¢, r+4¢), e.g. during the
time A and

P{X(1+An=i/X(1)=i} = pi( A1),

which is the persistence probability of the random
process X(¢z) in the status { within the time interval (z,
t+4¢f), e.g. during the time r.

As the time parameter ¢ is not a discrete value, At can
generally be 0 and then it would be

Alzlilo pylar)=0.

lim p;\4r)=1.

At—0 ”( )

Therefore like at probability distributions, it is necessary
to use probability densities. Here the transition
probability is considered as the ratio

— pylar)
Almolzr =4y ().

which is the probability density of the transition of the
ran-dom process X(r) from the status i to the status j
during the time Ar—(.

As in case of the persistence probability the similar ratio
would be:

A0 At MO

an uncertain infinite small ratio 0/0 shall be used and the
persistence probability shall also be transferred to the

podchytend kaZda zmena, a odtial’ poZadovana hustota vzorkovania.

transition probability
gi(Ar) = 1 — p(Ar) = P{X(t+AD#iX(H)=i},

where g;(4) is the leaving probability the status i during
the time A4t of the random process X(#). Then

;i \Ar 1-p;(at
_t],]( )= lim —p”( )=a”~(t)
41—-0 At 4t—0 At
is the respective leaving probability density.

As the homogenous Markovian process is assumed, the
probability densities are time invariant and it can be put:

aij(t) = ayj,
ailt) = a;.
If the time At is small enough, it can be assumed that the
transition probabilities in the time interval (¢, 1+ A4r) are
proportional to the duration 4t of this interval except of
some values of higher orders that would express the

probability that more than 1 change occur within this
time interval. So it can be put:

P At) = a;. At + o(At), (N
gi(0) = 1 = piA) = a;. At + o(Ar), 2)

lim M =(. (3)
Ar=0 At

The equations (1), (2), (3) express the basic properties
of Markovian process [2], [3]. With regard to (3), it can
only be:

lj-il =1

2. MICROSTATES OF MARKOVIAN PROCESS

Let’s examine the random variable 7 which means the
time during that the random process X(¢) leaves the
status /. Let the distribution function of this random
variable be (Fig. 1):

Fit) = P{X(t=n=i/X(1)=i}.
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T<t+At 4 - Tt

>

0 t T t+4 t
Fig 1. Occurence of the random variable T in the
interval (&, t+4t)

Now let’s consider that the random variable 7 < ¢ + At.
This

appearance can be composed of 2 disjunctive
appearances T <t U t < T £t + At The
respective probability is:

P{X(T<t+ AN2i/X(T=0)=i} = P{X(T<)H2i/X(T=0)=i} +

+ P{X(t<T<t+ At)#i/X(T=0)=i}.
)

According to Figure 1 it can be written:

P{X(t<T<t+ A)#i/X(T=0)=i} = P{X(T>t)zi/X(T=0)=i}x
XP{X(T<r+ An2i/X(T=0)=i}.
If Markovian process is homogenous, it does not depend

on the time #. So the time 7 may be put equal zero and
then:

P{X(T<t+AN2i/X(T=0)=i} = P{X(T<A)#i/X(T=0)=i} =
=1-pi(A)

Further:
P{X(T>0)2i/X(T=0)=i} = 1 - P{X(T<t)=i/X(T=0)=i} =
=Fy(t)=1-F(0),

&)
where F; () is the distribution function of the random
variable T which means the time during that the random
process X(7) persists in the status i.

Substituting into (4) it is:

PIX(T<t+ AD#i/X(T=0)=i} = P{X(T<)#i/X(T=0)=i} +
+ P{X(T>0)#i/X(T=0)=i}. P{X(T<At)#ilX(T=0)=i},

Fi(t+4n) = F(n) + [1 - F(OLIL - pu(0)]
Fi(t“'"dt)"Fi(t):[l_FA(,)] lim 1~ pi(41)

lim ; ,
Ar—0 At At—0 At
dF; (1)
——=[1-F;(H).ay,
dt

[IZ[I—F,‘,'([)] =-a;t + ¢,
Forr=0is ¢ = F;{(0)=0. Then:

Fi(r)=1-¢ "

(6) Further let’s examine the random variable T that will
now perform the time interval within that just 1 change
~ the transition from the status i to the status j takes
place. 2 disjunctive appearances may occur (Fig. 2):
either the random process transits to the status j (the
random variable X) or it stays in the status / (the random
variable Y). So the random variable 7 is the sum of 2
random variables X and Y:

T=X+7Y=¢xy). (7
The distribution function of the random variable X is
given by (1):

Fi(x) = a;x

and the distribution function of the random variable Y is
given by (6):

Fi(y)=1-¢ %Y.

The distribution

F(t) = P{T>t} = P{ @ X,Y)>t}

shall be found.

. 0
t
—» >
0 Y X ¢ 0 t\ ¥
T y=t-x
Fig 2. Transition change Fig. 3. Definition range of

i—=j XandY

Generally, the distribution function consisting of 2
random variables is [4]:

F(o) = [[ f(x y)dxdy, ®
D

where flx,y) is the distribution of the system of 2
random variables X, Y.

The distribution of the random variable X is:
dFl-j (x)
dx
and of the random variable Y:
dFl (}’) — al',' 'e—ai,-y .

dy

fij(x)=

filyn=

As the change of the random process and its persistence
in the origin status are disjunctive appearances, the
random variables X, Y are independent on each other
and then

Fay) = fi;(0-fi () = ay.a;.e”

The integration range is defined by the value r and by
the function (7) (Fig. 3). Then in accordance with (8) is:

F@t)= U fij CO-f; (v)dxdy = j.{ ofaija,-,‘e_”"”‘dy]dx =

D [ANESY

! 1

aj;
~aij( =X —ait | aiix i —aj;t

:(1,-jJ.e il =gl = e je iy = L1

- (144

i

0 0
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The distribution of the random variable T is: w —(aji—aj)w
—ayw p ~(ag—ag)t , —azw 1—e
dF () iy =a e Ie dt=aye . =
f@)= =a;.e 0. ) a; —aj
dt Y
If t — oo then )
a; __ Y (e‘“ffw —e‘“iiw). (11
F (o) = (10) dij —4jj
i
which is the transition probability of Markovian process
from the status i to the status j in the stable state. 3. SCANNING PROCESS
Similarly, the next random variable T may be examined
that will perform the time interval within that just 1
transition from the status i to the status j occurs and the
random process will stay in the new status j after the _r
change has taken place (Fig. 4). . r ]_
SR L
transition change
<4
J . Zf//
! >
1 //// 0 T '
. 2%
z \/ Fig. 6. Scanning procedure
w
> T
0 T Z ;0 w . <4+—p
P> A R s
" 1=w-t H;l
¢—>
Fig. 4. Transition and stay ~ Fig. 5. Definition range of L N e e
in new status Tand W
>
Again, the random variable W is the sum of 2 0 t
independent random variables T and Z: a)
W=T+2Z=¢(T,2).
The distribution of the random variable T is given by <T_>
(9). According to (6), the distribution function of the ir] b _
random variable Z is: ; |
Fi(z)=1-¢ "0 LR R N e
and the distribution:
>
dar (Z) g7 0
_ J _ a iz t
fi@= & =aje 7. b)
Then
- . T
ft.)= .1 (D) =aj.a;.e T ¢ I <+—>
T s S T
The calculation in accordance with (8) and Fig. 5 gives: i
W oo 0 O - I
F(w)= H F(0).f;(2)drdz = j f aga e e dnd =
D 0 w—t
>
0 t

W oo W
—:; -a il - =a ;i (w—rt
=aja 'f[e il J.e 4 dz}lr =a; Je il o it )(It =
0

w—{ 1]

c)

Fig 7. Allowed changes during scanning

interval T
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Figure 6 gives an example of Markovian process with
discrete states which is scanned at the regular time
intervals of 7. The goal is to catch up as many changes
as possible during scanning procedure. Of course, due to
the random property of Markovian process all changes
may be caught up only with a certain probability.
Should all changes be caught up with the probability 1,
the scanning interval would have to be infinitely short.

In order to catch up each change in the state of the

random process, only the next 3 causes are allowed

during any scanning interval z:

¢ no change occurs — the process remains in the status
i (Fig. 7a) or

e just 1 change occurs — the transition from the status
i to the higher status j = i + 1 (Fig. 7b) or

e just 1 change occurs — the transition from the status
i to lower status j = i — 1 (Fig. 7¢).

The respective probabilities are given by (5), (6) and
(11):

piT>0=1-F;(r)=e %",
(12)

piinT>1)=F(r)=
Aji — Q4141

piinT>1)=F(r)=
@y —4ai-1i-1

Now it is necessary to find the transition probability

densities a;, a; 11, @; 1.1 Ais1s i1

Let A be defined as the count of transitions from the free

to the busy status of a non active scanned equipment

and 4 as the count of transitions from the busy to the

free status of an active scanned equipment within a time

unit where N denotes the number of scanned equipment.

The ratio

a=<
7
(15)

is traffic load offered by 1 equipment (0 < a < 1) and
A=aN
is the total offered traffic load.

The random process remains in the status i when neither
the transition to the higher status i+1 nor the transition
to the lower status i-1 takes place during the time
interval Ar:

pil Aty = (1 - 4401 - @A) = [1 - (N = )AA](] - iudr)

1 - iudt = (N = DAA + (N = Didu(Ar)* =
=1~ [(N-DA + iuAr.
(16)
The expression of higher order (4r)* may be neglected.

The random process transits from the status 7 to the
higher status j = i/ + 1 when just | transition to the

4ii+) (e_aiﬂ T _ mayt )(13)

dii-1 (e-ai—li—lf _e—a,-,-r)(m)

higher status j = i + 1 and no transition to the lower
status j = i — 1 takes place during the time interval Az:

Piin(40) = A4t.(1 - g de) = (N = AAL(1 - iude) =
= (N = )AAt ~ (N = DiAgAr)* = (N - DAAe .
a7
The random process transits from the status i to the
lower status j = i — 1 when just 1 transition to the lower
status j = { — 1 and no transition to the higher status j = §
+ 1 takes place during the time interval Ar:

piia(AD) = uAt(1 - XA = iuAe[1 - (N - )Adr) =
= iudt — (N — DA An)* = iudr |

(18)
Comparing (16), (17), (18) to (2) and (1) we have:

a; = (N—l)i‘(‘ lﬂ,

(19)
@i =(N-0A,

(20)
@i =il

(21)

@iryis = (N =i = DA+ (i + D

“iT @i =(N—i+DA+G-Dyu

(22)

Substitution (19), (20), (21), (22) into (12), (13), (14)
gives:

pi(T> D) = ¢ 1N-DAiule _ Aa(N=D+ix
(N - i) §
(N=dA+iu—[(N-i-DA+@E+Dul

piin(T>0 =

y {e—[(N—i—l)/i+(i+1),u]r B e—[(N—i)AH',u]T}

_(N-D2 {e—[(N—i—l)}.+(i+1),u]r _ e—[(N—i)ﬂ+iy]‘r}
A-p

_aN =) | [a(N-i-D+itl]x _ e—[a(N—i)+i]x}
a—1 |
= lﬂ X
(N-DA+iu—-[(N-i+DA+({E-Du]

y {e—[(N—i+1)ﬂ.+(i——1)y]r _ e—[(N—i)).+i,u]r}

pii(T>7)

__iu {e—[(N-i)2+i/t]1_ e-—[(N—i+1)).+(i—1)y]r}

[/

A-u

_ i {e—[a(N—i)ﬂ']x B e—[a(N—i+1)+i—l]x}
a-—1

Here « is given by (15) and

xX=ru=

)

~il =

where 7 is the average duration of a busy status (mean
holding time).

The probability that maximum 1 change occurs within
the scanning interval 7 that is also the probability that
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each change will be caught up within this interval is: NA+iu N ] Y Na+i A+i
a; = N. i = —til | F—=—,
P(T>1) = pilT>D) + pisn(T>D + piia(T>7) = gt i :
av=iilx | 4N — 1) {e—[a(N-i»l)+i+l]x _ laN=ilx }+ G =NA= N p=Nat=2
a— M rot
—a(N-i)+ilx _ ~[a(N—i+1)+i—l]x} _ i
+a_l{e ¢ - alll_l/‘l_;—-
1 . : —[a(N—i)+ilx .
e {—[a(N —i- - i+ )TN @il isl :N_A+(i+1)y:ﬂ[N.i+i+1]:A—+_—’il-
u t
. . . . a:;; =
+a(N — i) aN=i-risllx _ e»[a(N—:+1)+x—1]x}=P{X> Ji ; Aol
@y =NA+G-Du=py NL+i-1]=2T1""
)C}. U t
The distribution function of the random variable X is:
F(x) = P{X<x} = 1 - P{X>x} < «q‘\
and the probability distribution: % Y N
¥ B \\
dF(x) d 3 . B bkl 4
f=—==—1 —[1-P{X>x}]= = < X
]
“k
“—Li%dN—i—n—uqnmN-o+ﬂe{“”ﬂ”h+ '\ ™K b
B a—1 ' ' ™ \ M
+a(N —i)Ja(N —i—1)+i+ e TeW=i=Dritllx _ N N
, . o N “*% 1D
—ifa(N —i+1)+i—1]e l@N-+D+-lk } o SC o
'Y Y e
Y
As fix) is the probability distribution, it must be: 2 . N
X, 3% Pofoos
N A N Bat
[ fondx=1, X Y :
0 " N PN et00
which is fulfilled. S ]
S,
The mean of the random variable X is: "
B
5] . . s \'\
— 1 N—-i-D)—~i+ ™, T
x:Ix.f(x)dx: _« ! ,) i+l W\
0 a-1 a(N-i+i N :
991 sag
a(N-i) i —
a(N—-i-D+i+1 a(N-i+D+i-1]
(23) T
Let the count of busy statuses be observed during a time
e. Let n; busy statuses were during #;, 12, busy statuses Q001 s 07 Py 3
during t5,..., t,, busy statuses during 7, whereby ¢; + 1, 3

+...+ t, = O. The total time of all observed busy statuses
is myty + nyty +..4 nyty,. As traffic load is the total busy
time related to the observation time, it can be written:

m m m

1
A=aN = lim — ka/\ = lmz Zlk — Zz,\p,\ =i
0—)00@

(24)

where 7 is the mean count of busy statuses. Substituting
the closest integer value of 7 =a.N instead of i in (23)
the mean value xas function of @ and N may be
calculated (Fig. §).

If the number of controlled devices is very large like at

local exchanges, N >> i and i may be neglected with
regard to N. The (19), (20), (21), (22) will be:

Fig. 8. Mean value of x versus a with N as parameter

fo=—- 0~HX>xD

d

27{1 - [Pif(x >X)+ i (X >x)+ piig(X > X)]}Z
I

:i(l_{e—(AH').\‘ N
dx

+ A [€~(A+i+1)_\-
A+i—(A+i+])

! ' [[(/m-n,\- _ AT ]H _

+—-——
Ati—(A+i-1)

= C~(A+i),\‘]+
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:%ﬁ—kA—Hﬁk*Amx—A[M”“”+w*m+m%=

= (A=i+D.(A+i)e AT - A (A+i+])e AriFDxy

+iA+i-1)e ATDY
The mean value of this distribution is:
A-i+l A N [

A+i  A+i+l A+i-1

Assuming i = A according to (24) and neglecting 1 with
regard to A + i we have:

-7 1 A A 1

7 2A 24 24 24

X=

(25)

and the average scanning interval will be:

- t
T=Xl=—

24°

4. CONCLUSION
Comparing (25) to the Channon formula
1

T=
2f max

we find that these formulae are the same in terms of
quality. The upper frequency f,,., of a sampled signal is
exactly known and so the corresponding sampling
interval 7 may be determined sharp. Both f,,,, and 7are
common variables unlike of relative scanning interval x
and traffic A that are random variables. Therefore the
scanning interval 7 can not be determined exactly but
only as a mean value. By means of comparison of these
2 formulae it can be seen a tight connection between 2
different science theories — theory of signal processing
and theory of random processes.
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