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Abstract. From the beginnings of ITU-T H.261 to
H.265 (HEVC), each new video coding standard has
aimed at halving the bitrate at the same perceptual
quality by redundancy and irrelevancy reduction. Each
improvement has been explained by comparably small
changes in the video coding toolset. This contribu-
tion aims at starting the Quality of Experience (QoE)
analysis of the accumulated improvements over the last
thirty years. Based on an overview of the changes in
the coding tools, we analyze the changes in the quan-
tized residual information. Visual comparison and sta-
tistical measures are performed and some interpreta-
tions are provided towards explaining how irrelevancy
reduction may have led to such a huge reduction in
bitrate. The interpretation of the results in terms of
QoE paves the way towards an understanding of the
coding tools in terms of visual quality. It may help in
understanding how the irrelevancy reduction has been
improved over the decades. Understanding how the
differences of the residuals relate to known or yet un-
known properties of the human visual system, may en-
able a closer collaboration between perception research
and video compression research.
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1. Introduction

The efficient reduction of bitrate in multimedia coding
is one of the core applications of research on percep-
tion. The encoding of audio signals has been largely
improved by audio perception research in both speech
and music transmission. For video encoding the gain
due to the knowledge transfer seems less significant.
No major difference in the coding structure itself can
be noticed from the ITU-T H.261 standard in the early
nineties to the recent High Efficiency Video Coding
standard. The encoding loop is still very similar con-
taining a block by block processing with Discrete Co-
sine Transformation, quantization, entropy coding step
as well as translational motion compensation between
successive frames. However, there are many differences
that have been accumulated over the years of continu-
ous development. While it may be impossible to judge
the perceptual impact of each of the thousands of con-
tributions that have been made to the video encod-
ing efficiency improvement and it may still be hard to
interpret the difference between one standard and its
successor, the coding performance enhancement over
the last thirty years seems worth investigating from
a perceptual viewpoint.

While a large part of the aforementioned coding gain
may stem from a redundancy reduction without any
link to the human visual system, we observe a bitrate
reduction of a factor around ten which seems hard to
attribute solely to the general progress in a redundancy
reduction (i.e. switching to an arithmetic coding)
or to an improved representation of the video signal.
In this contribution, we aim at identifying and charac-
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terizing the irrelevancy reduction part. Instead of tak-
ing an algorithmic perspective and assessing the per-
ceptual impact of each of the coding steps, we take
a signal oriented perspective by comparing the inter-
mediate images in the H.261 and HEVC encoders such
as the predicted image. This allows for a more holistic
approach with the focus on the perceptual differences
in terms of QoE. The results of the complex encoder op-
erations (especially after several frames encoded with
consecutive predictions) can thus be perceptually eval-
uated on well-chosen video content. In this contribu-
tion, we present the results of the analysis of the pre-
dicted image using both signal based statistics as well
as visual inspection of the video frames. To the best
of our knowledge, this is the first work which reverses
the viewpoint of video coding improvement and human
vision research by taking this holistic perspective.

The remainder of the paper is organized as follows.
Section 2. provides a brief overview of the evo-
lution of the video coding tools in the last decades.
In Sec. 3. , the analysis of signal based and QoE
interpreted differences between the investigated video
coding standards is described. Section 4. presents
the results of the statistical and perceptual analysis.
Section 5. provides the final conclusions and sug-
gests future work.

2. Evolution of Video Coding

This section sets the context for our research. It firstly
introduces the concept of QoE and its measurement,
second, it compares both video coding approaches to
be later investigated in the paper, i.e. H.261 and H.265.
It then briefly provides an evidence on progress, which
was made in this context over the decades.

2.1. Measuring Quality of
Experience

The concept of QoE contains a variety of influential fac-
tors, notably Human, System, and Context Influence
Factors [1]. Video coding artifacts that impact on the
QoE are usually categorized as System Influence Fac-
tor. In most cases, these factors are evaluated in for-
mal, standardized laboratory tests with human ob-
servers, thus optimizing the context for the most crit-
ical viewing conditions and averaging on human fac-
tors. Conducting such tests on a larger scale requires
an open international collaboration, which is orga-
nized, for example, in the Video Quality Experts Group
(VQEG) [2]. Descriptions and results, including video
sequences and subjective results, are available for sev-
eral campaigns that were conducted in the past and
that show the behavior of the typical video coding al-

gorithms that were used although the focus of VQEG is
on validating objective video quality measurement al-
gorithms. Several measurement algorithms have been
standardized by the International Telecommunications
Union (ITU) after VQEG’s validation procedure, for
example J.343 [3] for algorithms that take both the bit-
stream as well as the decoded video and potentially the
reference video as input for their quality prediction.

The number of research papers proposing methods
for video quality assessment is very large and continu-
ously growing. Good reviews may be found in [4] and
[5]. The research focus in these algorithms is on the
prediction of image and video quality for a particular
application scope, which includes the content and the
usage scenario and, in the case of algorithms that con-
sider the bitstream information, on one specific video
coding algorithm. In this paper, however, the focus is
on the difference between video codecs and its impact
on the perceived quality, which may be considered as
an inverse view. When it comes to the quality assess-
ment, databases containing annotated image and video
samples are necessary. Some popular and extensively
used ones can be found in [6], [7], [8], [9], [10], [11],
[12], [13], [14], [15] and [16].

In terms of QoE, it is worth mentioning that the
expectation of human observers on video quality in the
era of H.261 (early 1990’s) was different from today’s
expectations, thus the analysis should be extended to
Human Influence Factors as well.

2.2. Coding Tools Comparison H.261
vs. H.265

H.261 [17] is an ITU-T video compression standard es-
tablished in November 1988. It is the first member
of the H.26x family of video coding standards in the
domain of the ITU-T Video Coding Experts Group
(VCEG, later renamed to Specialists Group on Cod-
ing for Visual Telephony) and was developed with
a number of companies including Hitachi, Picture-
Tel, NTT, BT and Toshiba. It was the first video
coding standard that was useful in practical terms.
It is worth noting that H.261 was originally designed
for transmission over ISDN lines on which data rates
are multiples of 64 kbps. The coding algorithm was
designed to allow operations of video bit rates be-
tween 40 kbps and 2 Mbps. The standard supports
two video frame sizes, i.e. Common Intermediate For-
mat (CIF) (352×288 luma with 176×144 chroma) and
QCIF Quarter Common Intermediate Format (QCIF)
(176×144 with 88×72 chroma), using a 4:2:0 sam-
pling scheme. The main elements of the compres-
sion are motion compensated prediction, discrete co-
sine transform (DCT), block transformation and quan-
tization. In contrast to H.261, HEVC also known as
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H.265 and MPEG-H Part 2, is the most recent joint
video recommendation of the ITU-T video Coding Ex-
perts Group (VCEG) and the ISO/IEC Moving Pic-
ture Experts Group (MPEG) standardization organi-
zations working together in a partnership known as the
Joint Collaborative Team on Video Coding (JCT-VC).
H.265/HEVC has the same hybrid coding structure as
previous standards starting from H.261 and followed
by MPEG-2 Video and its successor - H.264 (MPEG-
4 Part 10)/Advanced video coding (AVC) compression
standard. Compared to H.261, H.265/HEVC contains
many incremental improvements such as: more flexible
partitioning from large to small partition sizes, greater
flexibility in motion prediction blocks sizes and trans-
form block sizes and prediction modes, including intra
predicted blocks, more sophisticated interpolation and
deblocking filters, an improved signalling of modes and
motion vectors and features to support efficient parallel
processing. The H.265/HEVC standard was designed
to achieve multiple goals, i.e. coding efficiency, ease of
transport system integration and data loss resilience,
as well as implementability using parallel processing
architectures. The video coding layer of H.265/HEVC
employs the same hybrid approach (inter-/intrapicture
prediction and 2-D transform coding) as deployed in
all video compression standards since H.261. The var-
ious features involved in hybrid video coding using
H.265/HEVC are highlighted as follows: Coding Tree
Units and Coding Tree Block (CTB) structure, Cod-
ing Units (CUs) and Coding Blocks (CBs), Prediction
Units and Prediction Blocks (PBs), TUs and transform
blocks, Motion vector signaling, Motion compensation,
Intrapicture prediction, Quantization control, various
entropy coding modes, in-loop deblocking filtering, and
Sample Adaptive Offset (SAO) [18], [19] and [20].

2.3. Evidence on Progress

With every higher video resolution, a new video coding
standard is being developed, starting from H.261 up to
the newest one - H.265, also called HEVC. Each stan-
dardization work started with the ambitious goal that
the new video coding standard halves the bitrate at the
same perceptual quality compared to its predecessor.
This statement is confirmed by performance tests re-
lated to the video quality assessment. There are only
few publications dealing with a performance of the old-
est video codec, i.e. H.261. This may be due the fact
that the H.261 codec was primarily designed for trans-
mission over ISDN lines. In [21], the authors evalu-
ated two video codecs, namely H.261 and H.263, using
the PSNR metric. The results showed that the cod-
ing efficiency of the H.263 codec is very similar to the
H.261 compression standard. In [22], a comparison of
the H.261, H.263+ and H.264 codecs using the SDSCE
(Simultaneous Double Stimulus for Continuous Evalu-

ation) subjective methodology as well as the PSNR and
SSIM objective methods was done. The authors used
two video sequences in CIF resolution (325×288 pixels)
encoded to different bitrates ranging from 512 kbps up
to 4096 kbps. The results showed that the H.264 codec
outperforms both of the older standard codecs, i.e. the
H.261 and H.263. In the case of the performance com-
parison of the H.264 and HEVC codecs, there are many
publications which confirmed that the HEVC coding
standard in fact outperforms the H.264 codec by halv-
ing the bitrate at the same perceived quality. In several
publications [23], [24], [25], [26], [27], [28], [29], [30],
[31], [32], [33], [34] and [35] authors examine the per-
formance using objective metrics, in other publications
[36] and [37] subjective assessment is used, and finally,
there are publications [38], [39], [40] and [41] in which
the authors deployed both methods.

It may be difficult to quantitatively name a bitrate
improvement factor for all contents. From the goal of
the standardization group, their core test experiments
and independent tests, at least H.264 and H.265 have
likely halved the bitrate, leading to a total factor of
four at the same perceptual quality. Conversely, four
times the bitrate has been shown in various subjective
experiments to change the perceptual quality signifi-
cantly, and in most cases dramatically. Thus, there
seems to be sufficient evidence that the coding perfor-
mance improvements of the video coding standards has
led to a significantly higher perceptual quality at the
same bitrate.

3. Approach to Analyzing QoE
Differences

The basic idea of hybrid multimedia coding is to com-
bine redundancy and irrelevancy reduction. In redun-
dancy reduction, the multimedia signal is transformed
into a representation that minimizes the signal energy.
In video coding, this is done by a Differential Pulse
Code Modulation (DPCM) loop that includes a predic-
tor that uses previous image contents that have already
been transmitted. Those may stem from previously
transmitted data of the same image (intra-prediction)
or of image patterns that stem from temporally pre-
ceding (or following) images and that may be motion
compensated (inter-prediction). The resulting residual
image contains less energy than the original image in
most cases. The energy is further compacted by using
a frequency transformation (DCT for H.261, Integer-
DCT for H.265). None of the redundancy reduction
steps is lossy. The loss occurs in the quantization of the
DCT coefficients. This step is supposed to remove irrel-
evancy, i.e. image information that is not mandatory to
perceive important content. The frequency transform
helps in identifying the significance of the information
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for human, in particular the DC-component. Later on,
the signal is entropy coded, thus minimizing the re-
quired bitrate, which is another redundancy reduction
step.

QoE analysis needs to focus on the irrelevancy re-
duction as this removes irretrievable information from
the signal. Taking a different perspective, the ref-
erence video and the decoded video differ to a cer-
tain amount that can be interpreted as added noise.
The shape of the noise should be optimized such that
the QoE impact is minimized.

Two approaches may be used. The first one consists
of analyzing the signal difference of the reference video
and the decoded video. This is the well-known classical
approach of video quality estimation by Full-Reference
methods. It is not the goal of this paper. The second
one consists of the analysis of the information that is
transmitted from the sender to the receiver. In video
coding this information is identical to the transmitted
bitstream and the closest visual representation is the
quantized residual signal. This signal is calculated in
the encoder just before entropy coding and is avail-
able in the decoder immediately after entropy decod-
ing. From a perceptual point of view, interpreting and
understanding the characteristics of this signal gives
an approximation of what difference is important for
the Human Visual System (HVS) to perceive within
a frame’s time (e.g. 20 ms at 50 fps). This inter-
pretation and understanding is limited by many fac-
tors, notably the assumption that the motion estima-
tion and compensation sufficiently approximates the
motion prediction of the HVS and that the transmitted
information resembles what the HVS requires in addi-
tion to the previous image and the prediction of object
movements. The first limitation may be relativized by
the fact that block-based object motion estimation al-
gorithms perform reasonably, for the second limitation
we propose the hypothesis that a significant improve-
ment towards the requirements of the HVS relates to
the efficiency gain in video coding explained earlier,
i.e. the difference seen in between the quantized resid-
ual information of H.261 and H.265 should hint on the
required difference information for the HVS.

4. Analysis

In this section, the results of the statistical and
perceptual analysis are presented respectively.

4.1. Statistical Results

We assume that an improvement of quality may by
captured by residuals of successive frames. It is worth
noting first that the residuals have changed signifi-

cantly over the years. Today, the residuals of successive
frames carry less data/information than in the past but
they still seem capable of covering all important infor-
mation for the HVS. Therefore, in the following, we
compare the residuals of the older H.261 video coding
standard to those resisuals of the current H.265 video
coding standard.

We decided to analyze video sequences in CIF
(352×288) resolution for an investigation of the resid-
ual’s behavior of the H.261 and H.265 video codecs.
This choice has been made because such low resolution
can be easily depicted in a publication for visual inspec-
tion and because smaller images are faster to process.
The processing time not only concerns the encoding
process but also the extraction of residuals and the
calculation of signal based statistics presented in the
following.
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Fig. 1: Spatial-temporal diagram of the deployed sequences and
their thumbnails.

Sequences were downloaded from the Video
trace library [42] in YUV_420 format. We se-
lected four different contents namely Akiyo,
Bus, Football and Hall on the basis of the
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spatial-temporal indicator (SI/TI) diagram,
see Fig. 1 for more detail, in order to cover
a broad range of content in terms of spatial and
temporal information. Only the first five frames were
used for the creation of the SI/TI diagram and for
the analysis. It is worth noting here that the first five
frames represent the behavior of the whole sequence
in terms of the SI/TI activity. Each sequence was
encoded by a simple MATLAB implementation of the
H.261 encoder and also by the HM reference software
(version 16.20) of the H.265 standard. The encoding
process was restricted to involve only the Intra (I)
and Predictive (P) frames to minimise the difference
between the standards. The remaining parameters,
except for the Quantization Parameter (QP), were
kept as default. As the deployed standards utilize
different representation of Quantization parameter.
In order to specify the severeness of compression, we
adjusted the parameters of the quantization setting
such that a similar quantization step size for both
standards H.261 and H.265 was used. To cover
a wide range of quality degradation, five different
quantization steps were selected. More specifically,
we chose quantization steps of 2, 16, 32, 64 and 128
which we related to the Quantization Parameters 1, 8,
16, 32, 64 of the H.261 codec and in the H.265 case we
used the Quantization Parameters 10, 28, 34, 40 and
46. During the encoding process the residuals from
both the H.261 and H.265 sequences were extracted.

The first analysis consists of the visual comparison
of the quantized residuals of both standards. We show
the residuals of the first two frames of each sequence,
which appeared very similar to the residuals of the
other frames. As the residuals represent differences,
they may contain positive and negative values. In or-
der to visualize the data as an image, we added the
mid-gray value 128 to each residual pixel value. When
we compare the residuals visually, see Fig. 4, it can be
seen that more blocks are distinguishable with increas-
ing quantization step size. This is more pronounced
in the case of the H.261 codec than in the case of the
H.265 codec. Thus, the higher bitrate of H.261 seems
to be partly due to a higher energy and thus requires
more bitrate for the residual information. Further-
more, the coded (non-zero) blocks are often positioned
in different locations when it comes to the H.261 and
H.265 codecs. This is caused by the fact that the DC
component of the H.261 codec is always quantized by
a division by eight independently of the selected quan-
tization step. That results in more blocks being visibly
different from the surrounding as the DC value is less
often quantized to zero. For the observer, this may
finally lead to a distortion recognized as a blockiness
effect and to a quality degradation. These coded blocks
cause also increasing residuals energy as can be seen in
Tab. 1. It is evident from the table that H.265 residuals
have a lower energy in comparison to the H.261 resid-

uals and the difference increases with higher quantiza-
tion steps. The energy was computed by the following
Eq. (1):

E =

∑
(A2

x,y)

(m · n)
, (1)

where Ax,y is the value of residual at the coordi-
nates x, y and m,n are width and height of the image
respectively.

Tab. 1: Energy of residues.

- Qs 2 Qs 16 Qs 32 Qs 64 Qs 128

Akiyo H.261 0.81 1.02 2.38 3.82 8.79
H.265 0.64 0 0 0 0

Bus H.261 157.77 144.74 139.38 114.42 83.63
H.265 80.81 44.13 27.36 18.48 1.62

Football H.261 186.5 168.25 158.08 125.23 76.93
H.265 108.42 83.42 70.33 51.53 44.02

Hall H.261 9.05 4.76 5.96 9.19 19.87
H.265 25.01 0.41 0 0 0

There is also a difference in sizes of the blocks. The
flexibility of block size selection in H.265 compared to
H.261 enables the H.265 to use smaller block sizes, in
particular at higher quantization steps. When we take
a look at frequencies stored in the blocks of the resid-
uals, we can see that the H.265 residuals encoded with
the higher quantization steps contain lower frequencies
in comparison to the H.261 residuals. It is also evident
that the residuals contain more information (higher en-
ergy) when the scene contains faster motion.

In the next step, an analysis of the correlation of
the residual signal is presented. Concerning the cor-
relation between the horizontally adjacent pixels, see
Fig. 2, it seems that the H.265 residuals show a higher
correlation compared to those of the H.261 codec.
In Fig. 2, a cross-like structure appears in the mid-
dle of the scatter plot for the H.265 residues with the
higher quantization steps. This indicates that pixels
requiring a large residual value are co-located to zero
pixels. This behavior is not observed in the case of
the H.261 residuals. Values of the correlation to adja-
cent pixels for each quantization step are presented in
Tab. 2. It was calculated according to the equation for
2-D auto-correlation:

r =
∑

m

∑
n(Ax,y−Ā)(Ax+1,y−Ā)√

(
∑

m

∑
n(Ax,y−Ā))

2
(
∑

m

∑
n(Bx+1,y−Ā))

2

(2)
where Ax,y is the value of residual in position x, y, and
Ā is the average values of the residual.

The next analysis concerns the inter-standard pixel-
by-pixel correlation. We compare the residual values
of H.261 to those at the same identical pixel position in
H.265. In Fig. 3, visualization is depicted in the form
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H.261 
Akiyo 

H.265 
Football

H.265 
Akiyo

H.261
Football

Qs 2  Qs 32  Qs 128

Fig. 2: Horizontal correlation between adjacent pixels in residuals of the first two frames of the sequences "Akiyo" and "Football"
encoded with Qs 2, 32 and 128.

 Akiyo 

Football

Qs 2  Qs 32  Qs 128

Fig. 3: Correlation between H.265 inter residual and H.261 residual of the sequences "Akiyo" and "Football"
encoded with Qs 2, 32 and 128.
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Fig. 4: H.261 and H.265 residuals of the first two frames of the sequences "Akiyo" and "Football" encoded with Quantization
Steps (Qs) 2, 32 and 128.

Tab. 2: Horizontal correlation between adjacent pixels of
residues.

- Qs 2 Qs 16 Qs 32 Qs 64 Qs 128

Akiyo H.261 0.33 0.30 0.52 0.67 0.78
H.265 0.32 - - - -

Bus H.261 0.62 0.62 0.63 0.68 0.74
H.265 0.71 0.72 0.74 0.86 0.98

Football H.261 0.69 0.71 0.73 0.74 0.80
H.265 0.75 0.76 0.82 0.88 0.93

Hall H.261 0.33 0.35 0.41 0.53 0.70
H.265 0.71 0.24 - - -

of scatter plot. Please note that H.265 discerns two
types of residual values. The first type is the residual
of intra-frame predicted blocks, which therefore con-
tains differences within frames. The second type is the
residual information of inter-predicted blocks is also
present in H.261, which therefore covers differences be-
tween the frames. The H.265 encoder decides whether
a particular block is represented by the intra and inter

prediction. Fig. 3 depicts the inter-standard pixel-by-
pixel correlation only for the inter-predicted blocks of
the H.265. The points created by the straight verti-
cal lines are noteworthy: They denote pixels that have
zero values in the H.265 residual but non-zero values
in the H.261 residual.

4.2. Perceptual Interpretation

The above mentioned differences in residuals may also
lead to a different impact on observers when asked for
QoE evaluation. The residuals of the H.261 codec often
contain a non-zero average value in each block, caused
by the DC coefficient, which is quantized by a compa-
rably small, constant value of 8. For a human, gen-
eral image understanding is often based on lower fre-
quencies and this processing of the image was proba-
bly introduced in the H.261 standard to guarantee that
the image content would be recognizable although the
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 Akiyo 

 Football

Reference image H. 261 Qs 64 H.265 Qs 64

Fig. 5: Preview of distortions appearance caused by the investigated standards.

resolution would be reduced by a factor of 8. How-
ever, this can also cause the occurrence of visible block
borders or the visibility of distinct blocks, often called
blockiness. This occurs especially in image areas with
a smooth color gradient when the gradient is substi-
tuted by clearly distinguishable block with different
average values (DC coefficients). It can be also
captured by a higher energy of the H.261 resid-
uals (Tab. 1). Contrary to the older H.261,
the current H.265 standard uses a more sophis-
ticated quantization, when taking into considera-
tion the size and type of the transform block and
the transform coefficients representing different fre-
quencies. This may lead to a lower difference
between the adjacent blocks and ultimately to
a less pronounced blockiness effect. A preview of dis-
tortions caused by the investigated video compression
standards is depicted in Fig. 5. In our analysis this
known fact was evidenced by the intra-standard corre-
lation analysis. It was seen that the effect gets more
pronounced when the quantization step size increases.
The numerical characterization (correlation analysis)
of the visual artifact (blockiness) executed by compar-
ing the same video content in between an older stan-
dard (H.261) and a new one (H.265) may be used to
further improve the coding tools for the residual infor-
mation in upcoming standards.

From the visual inspection of the above quantized
residuals, it also seems that the H.265 codec produces
distortions that resemble more to a blurring effect than
to a blockiness effect. This may be caused by the above
mentioned quantization difference as well as the vari-
ation in block sizes. Blurriness may be perceived as
a more commonplace effect in daily life and may thus

be more acceptable when viewed by humans [43]. How-
ever, the same authors found in [44] that blockiness and
blurriness is detected at a similar level and perceived
with similar annoyance when the resulting signal dis-
tortion is similar. As this change appears in the resid-
ual information of the inter-predicted blocks, a tempo-
ral effect of these distortions needs to be considered.
In H.261, the stronger amount of blockiness may lead
to a flickering of blocks or a structured noise in consec-
utive frames. The blurriness in the residual may also
lead to degradation but this noise may appear more
as a random noise, such as camera noise, rather than
a structured, localized signal distortion. Further eval-
uating this effect on the residual may help in a better
understanding of the QoE gain that H.265 has achieved
over H.261. In the long term, as mentioned before, the
intentional shaping of the residual towards a desired
signal may further increase the perceptual quality.

5. Conclusions

In this paper, we focused on introducing a possible
path towards the QoE analysis of differences in be-
tween video coding standards. The quantized resid-
ual in the video encoders (or decoders) was analyzed
as the visual representative of the introduced degra-
dation. The signal based analysis helped in quantify-
ing the perceived difference in the residuals of H.261
and H.265 codecs. Interpretation of the visualization
of the residual and the signal based characteristics to-
wards an understanding of QoE differences was pro-
vided. Although only very basic signal processing and
visual analysis has been performed, some interesting
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results were documented that hint to the potential of
the approach, both for understanding the gain in irrel-
evancy reduction in video coding as well as the possi-
bility to design video coding tools towards an improved
QoE.

Future work should focus on a subjective assessment
of the human perception of quantized residuals. This
would not only lead to an improved understanding of
the same perceptual quality can be reached at a lower
bitrate today but would also pave the way towards
further improvements of video coding by shaping the
information contained in the quantized residual by
optimized video coding tools.
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