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Abstract. Short-term electric power load forecasting
is a critical and essential task for utilities of the elec-
tric power industry for proper energy trading and that
enable the independent system operator to operate
the network without any technical and economical is-
sues. In this paper, machine learning model such as
linear regression model is used to forecast the active
power load one hour and one day ahead. Real time
active power load data to train and test the machine
learning model is collected from a 33/11 kV substation
located in Telangana State, India. Based on the simu-
lation results, it is observed that linear regression model
can forecast the load with less mean absolute error
i.e. 0.042 with training data and 0.045 with testing
data in comparison with support vector regressor model
for an hour ahead operation. Whereas in the case
of the day ahead operation, linear regression model
can forecast the load with less mean absolute error
i.e. 0.055 with training data and 0.057 with testing
data in comparison with support vector regressor model.
A platform independent web application is developed
to help the operators of the 33/11 kV substation which
is located in Godishala, Telangana State, India.
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1. Introduction

Electric power distribution substations take the power
from one or more transmission or sub-transmission
lines and deliver this power to residential, com-
mercial and industrial customers through multiple
feeders. Distribution transformers will step down
the primary voltage to the voltage level that customers
can use [1]. Electrical power load forecasting is clas-
si�ed as very short-term, short-term, medium-term
and long-term based on the length of the prediction
horizon [2], [3] and [4]. Short-term load forecasting
at the distribution level estimate the active power load
on substation in a time horizon range from 30 min-
utes to 1 week [5]. Accurate load forecasting is es-
sential at the distribution level for proper planning
and operation of the electric power distribution sys-
tem. Load forecasting on the distribution system sends
out an alarm in advance to the operator about the
overloading of the feeders and substations. Load
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forecasting helps the distribution substation operator
to schedule and dispatch the storage batteries to shave
peak load in a smart grid environment [6].

Forecasting distribution-level load is far more
challenging than forecasting system-level load, such as
Telangana state electric power demand, due to the in-
tricate load characteristics, huge number of nodes,
and probable switching actions in distribution systems.
Load estimates over a vast region are highly accurate
because aggregated load is steady and consistent.
The distribution-level load, on the other hand, may be
dominated by a few major clients, such as industrial
businesses or schools, and the load pattern may not
be as regular as that of a vast region. Furthermore,
due to re-con�gurations caused by switching activities,
the load may be temporarily moved from one feeder
to another, causing signi�cant changes in distribution-
level load pro�les and affecting the trend in a given
time. Short term electricity load forecast in Bulgaria
is studied in [7]. In this paper, neural networks, multi-
layer perceptron network models and radial basis
function network models are used to forecast the load
and the performance of these models observed in terms
of mean absolute percentage error. Three days ahead
energy generation and consumption prediction in
Estonia are studied [8]. In this paper, recurrent
neural networks are used to forecast energy
consumption and generation.

Many researchers are working on short-term load
forecasting on distribution systems. ANN based
methodology is developed in [9] to forecast the load
on the 33/11 kV substation near Kakatiya Uni-
versity in Warangal, Telangana State. Short-term
load forecasting by considering previous three hours
load i.e., L(T-1), L(T-2), L(T-3) and load at same
time but previous four days i.e., L(T-24), L(T-48),
L(T-72) and L(T-96) as input features to forecast
the load at time 'T' i.e., L(T) on an electric power
distribution system using various regression models is
proposed in [10]. Short-term load forecasting on a elec-
tric power distribution system at a particular time 'T'
i.e. L(T) by considering previous three hours load i.e.
L(T-1), L(T-2), L(T-3), load at same time but previ-
ous three days i.e L(T-24), L(T-48), L(T-72) and load
at same time but previous three weeks i.e L(T-168),
L(T-336), L(T-504) as input features using factor anal-
ysis and long-short term memory is proposed in [11],
using random forest and the gated recurrent unit is
proposed in [12] and using principal component analy-
sis and recurrent neural network is proposed in [13].
Electric power load forecasting distribution level
using correlation concept and ANN is proposed in [14]
by considering previous two hours load i.e. L(T-1)
and L(T-2), load at same time but previous three days
i.e. L(T-24), L(T-48) and L(T-72) as input features.

Electric power load forecasting on a medium volt-
age level based on regression models and ANN is pro-
posed in [15] using time series DSO telemetry data
and weather records from the Portuguese Institute
of Sea and Atmosphere and applied to the urban
area of Evora, one of Portugal's �rst Smart Cities.
A new top-down algorithm based on a similar day type
method to compute an accurate short term distribution
loads forecast using only SCADA Data from trans-
mission grid substations is proposed in [16]. This
study is evaluated on the RBTS test system with real
power consumption data to demonstrate its accuracy.
Convolutional neural network based load forecasting
methodology is proposed in [17].

Electric demand forecasting with Jelly�sh Search
Extreme Learning Machine, Harris Hawk Extreme
Learning Machine and Flower Pollination Extreme
Learning Machine is discussed in [18]. Electric power
load forecasting using the gated recurrent units with
multi-source data is discussed in [19]. Short-term
load forecasting using Niche Immunity Lion Algo-
rithm and Convolutional Neural Network is studied
in [20]. Electricity demand forecasting using dynamic
adaptive entropy-based weighting is discussed in [21].
Demand side management technique by identifying and
mitigating the peak load of a building is studied
in [22]. Electric power demand forecasting using vector
auto-regressive state space model is discussed in [23].

Electric power load forecasting using the random
forest model is discussed in [24]. In this study,
authors considered wind speed, wind direction,
humidity, temperature, air pressure and irradiance
as input features. Electric power load forecast-
ing using group method of data handling and
Support Vector Regression is discussed in [25]. Elec-
tric power load prediction at the building and dis-
trict levels for day-ahead energy management using
Genetic Algorithm (GA) and Arti�cial Neural Net-
work (ANN) power predictions is discussed in [26].
Short-term electric power load forecasting using feature
engineering, Bayesian Optimization algorithms with
a Bayesian Neural Network is discussed in [27]. Ac-
tive power load forecasting using the Sparrow Search
Algorithm (ISSA), Cauchy mutation and Opposition-
Based Searning (OBL) and the Long- and Short-Term-
Memory (LSTM) network is studied in [28].A new hy-
brid model is proposed in [29] based on CNN, LSTM,
CNN_LSTM, and MLP for electric power load fore-
casting. All these methodologies provide valuable con-
tribution towards load forecasting problem but these
studies did not include weather impact, season and day
status in load forecasting. All these methodologies
provide valuable contribution towards load forecast-
ing problem but these studies did not include weather
impact, season and day status in load forecasting.
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Main contributions of this paper are as follows:

� New active power load dataset is developed
to work on load forecasting problem by collect-
ing the data from 33/11 kV distribution substa-
tion in Godishala (Village), Telangana State, In-
dia and available in https://data.mendeley.
com/datasets/tj54nv46hj/1.

� Machine learning model i.e. linear regression
model is used to forecast the load on a 33/11 kV
distribution substation in Godishala.

� Active power load on the 33/11 kV substation is
forecast one hour before based on input features
L(T-1), L(T-2), L(T-24), L(T-48), Day, Season,
temperature and Humidity.

� Active power load on the 33/11 kV substation
is forecast one day before based on input fea-
tures L(T-24), L(T-48), Day, Season, temperature
and Humidity.

� A Web application is developed based on lin-
ear regression model to forecast the load
on the 33/11 kV distribution substation
in Godishala. This application hosted in Heroku
cloud [30].

� The developed web application is a platform in-
dependent, can be used in any edge computing
device like personal computer or mobile, and also
can be used in any operating system.

The remaining part of this paper is organized as:
Sec. 2. describes dataset and machine learn-
ing model, Sec. 3. presents results discussion
and Sec. 4. demonstrates the conclusions of the
paper.

2. Methodology

This section presents machine learning model used
for electric power load forecasting on the 33/11 kV
distribution substation in Godishala. This substa-
tion has four feeders, First Feeder (F1) supplies load
Godishala town, second feeder supplied load to Bom-
makal, and third feeder supplies load to Godishala
rural, and Fourth Feeder (F4) supplies load to Raikal.

2.1. Active Power Load Data

Analysis

To train and test the machine learning model,
active power load data is required. Hourly data
consists of Voltage (V), Current (I) and power

factor (cos(ϕ)) on the 33/11 kV distribution sub-
station in Godishala is collected over the duration
from 01.01.2021 to 31.12.2021. Based on this data
hourly active power load is calculated using Eq. (1)
and the sample load data is presented Tab. 1. For
the data preparation weekend is labelled as '1'
and weekday is labelled as '0'. Weather information
like temperature and humidity at each hour of the day
in Kazipeta region which is near to Godishala
substation location is collected from https:
//www.wunderground.com/history/daily/
in/kazipet/VOWA/date/2021-1-2. The com-
plete dataset that is used to train and test the linear
regression model is available in [31].

P =
√

(3)V I cos(ϕ). (1)

Tab. 1: Sample load data for �rst 5 hours at 01.01.2021
on 33/11 kV substation in Godishala.

Time
Voltage Current

cos (ϕ)
Power

(kV) (A) (kW)
01-00 11.6 102 0.96 1967
02-00 11.6 102 0.96 1967
03-00 11.6 102 0.96 1967
04-00 11.3 130 0.96 2443
05-00 11.2 148 0.96 2756

2.2. Machine Learning Models

In this paper, three Machine Learning (ML) mod-
els called Linear Regression (LR), Xgboost Regressor
(XGBR) [32] and Support Vector Regressor (SVR) [33]
are used to forecast the load on the 33/11 kV substa-
tion for one hour before and one day before. The prob-
lem in discussion is a regression problem. Models need
to predict the load on substation based on input fea-
tures like L(T-1), L(T-2), L(T-24), L(T-48), DAY,
SEASON, Temperature and Humidity in the case
of hourly ahead forecasting, based on input features
like L(T-24), L(T-48), DAY, SEASON, Temperature
and Humidity in the case of a day ahead forecasting.
The performance of each machine learning model for
electric power load forecasting on the 33/11 kV substa-
tion is observed in terms of MSE as shown in Eq. (6).
MSE is a numerical characteristic used for assessing
models [34].

1) Linear Regression Model

Linear regression model represents an output variable
as a linear function of input variables [35]. In this
paper, linear regression model is express the pre-
dicting output variable i.e. L(T) as a linear func-
tion of input features i.e L(T-1), L(T-2), L(T-24),
L(T-48), DAY (D), SEASON (S), Temperature (Temp)
and Humidity (H) as shown in Eq. (2) for an Hour
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Ahead Load Forecasting (HALF), and L(T) is pre-
dicted as a linear function of input features i.e
L(T-24), L(T-48), DAY (D), SEASON (S), Tempera-
ture (Temp) and Humidity (H) as shown in Eq. (3) for
Day Ahead Load Forecasting (DALF). Stochastic Gra-
dient Descent (SGD) algorithm is used to train the lin-
ear regression model. During training process, SGD
algorithm is updates linear regression model param-
eters i.e. m1, m2, m3, m4, m5, m6, m7, m8 and c
in such way that the Half Mean Square Error (HMSE)
shown in Eq. (4) is minimized. Architecture of lin-
ear regression model is presented in Fig. 1 for hour
ahead prediction, whereas architecture of linear re-
gression model for day ahead forecasting is presented
in Fig. 2 . Step by step procedure to construct regres-
sion model with a sample data is explained in Alg. 1 for
an hour ahead forecasting. Similarly, for a day ahead
forecasting is presented in Alg. 2. Performance of the
regression model on short-term load forecasting
problem for Godishala substation is measure in terms
of error metrics like MSE [36], RMSE [37], [38] and [39]
and MAE [40].

L(T-1)

L(T-2)

L(T-24)

L(T-48)

Day (D)

Season
(S) m6

m5

m4

m3

m2

m1

c 1

L(T)

m7 m8

Temp Humidity

+

Fig. 1: Linear regression model for hour ahead forecasting.
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Temp Humidity

+

L(T-24)

L(T-48)

Day (D)
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(S) m6

m5

m4

m3

Fig. 2: Linear regression model for day ahead forecasting.

L(T ) = m1L(T − 1) +m2L(T − 2)+

+m3L(T − 24) +m4L(T − 48) +m5D+

+m6S +m7Temp+m8H + c,

(2)

L(T ) = m3L(T − 24) +m4L(T − 48) +m5D+

+m6S +m7Temp+m8H + c,
(3)

HMSE =
1

2

ns∑
1

(La(T )− L(T ))2. (4)

Algorithm 1 Linear Regression Model Training
Process using SGD.

1: Read data [L(T-1), L(T-2), L(T-24), L(T-48), D, S,
Temp, H] and initialize model parameters [m1, m2,
Eq. (7)], bias [c], epochs and ns (number of samples
in data)

2: for iteration = 1, 2, . . . , epochs do
3: for sample = 1, 2, . . . , ns do
4: Predict the load L(T ) using Eq. (2) for HALF

and using Eq. (3) for DALF.
5: Update the model parameters using Eq. (5).

m1 = m1 − η · L(T − 1) · (L(T )− La(T )),

m2 = m2 − η · L(T − 2) · (L(T )− La(T )),

m3 = m3 − η · L(T − 24) · (L(T )− La(T )),

m4 = m4 − η · L(T − 48) · (L(T )− La(T )),

m5 = m5 − η ·D · (L(T )− La(T )),

m6 = m6 − η · S · (L(T )− La(T )),

m7 = m7 − η · Temp · (L(T )− La(T )),

m8 = m8 − η ·H · (L(T )− La(T )),

c = c− η · (L(T )− La(T )).
(5)

6: end for
7: end for
8: Read �nal model parameters [m1, m2, m3, m4, m5,

m6, m7, m8], bias [c]. Calculate mean square error
(MSE) of the model based on training and testing
data based on Eq. (6).

Training MSE =
1

ns

ns∑
1

(La(T )− L(T ))2,

T esting MSE =
1

nt

nt∑
1

(La(T )− L(T ))2.

(6)
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Fig. 3: Training and testing errors of linear regression model.

Tab. 2: Linear regression model parameters for HALF and DALF.

Type of forecasting m1 m2 m3 m4 m5 m6 m7 m8 c
HALF 0.58 −0.098 −0.32 0.15 −0.0002 −0.016 −0.012 −0.069 0.07
DALF NA NA 0.61 0.28 −0.0001 −0.02 −0.04 −0.09 0.12

Algorithm 2 Linear Regression Model Training
Process using SGD for day ahead forecasting.

1: Read data [L(T-24), L(T-48), D, S, Temp, H]
and initialize model parameters [m1, m2, m3, m4,
m5, m6, m7, m8], bias [c], epochs and ns (number
of samples in data)

2: for iteration = 1, 2, . . . , epochs do
3: for sample = 1, 2, . . . , ns do
4: Predict the load L(T ) using Eq. (3) for DALF.

5: Update the model parameters using Eq. (5).

m3 = m3 − η · L(T − 24) · (L(T )− La(T )),

m4 = m4 − η · L(T − 48) · (L(T )− La(T )),

m5 = m5 − η ·D · (L(T )− La(T )),

m6 = m6 − η · S · (L(T )− La(T )),

m7 = m7 − η · Temp · (L(T )− La(T )),

m8 = m8 − η ·H · (L(T )− La(T )),

c = c− η · (L(T )− La(T )).
(7)

6: end for
7: end for
8: Read �nal model parameters [m1, m2, m3, m4, m5,

m6,m7,m8], bias [c]. Calculate Mean Square Error
(MSE) of the model based on training and testing
data based on Eq. (6).

3. Result Analysis

All the machine learning models developed based
on data available in [31] using Google Colab. This
section presents data analysis, training and testing
performance of machine learning models and the web

application developed to predict the load. Out of 8712
samples 70 % of samples i.e., 6098 samples are used for
training and remaining 30 % of samples i.e., 2614 sam-
ples are used for testing. Date processing techniques
for observing the data distribution, outliers and data
normalization have been used before to train and test
the regression model. Stochastic gradient descent
optimizer has been used train the regression models.

3.1. Linear Regression Model

The performance of the linear regression model
that is developed to forecast the load L(T)
based on features L(T-1), L(T-2), L(T-24),
L(T-48), day and season status, temperature and hu-
midity is observed based on training and testing
accuracy for an HALF. Similarly, for a DALF based
on features L(T-24), L(T-48), day and season status,
temperature and humidity. The training and testing
error metrics of this model is presented in Fig. 3 for
both HALF and DALF. From the Fig. 3, it is observed
that the model is well �tted without any under or over
�tting problems. Linear regression model is predicting
load with less error for HALF in comparison with
DALF as in later case load is predicting one day earlier
i.e 24 hours time horizon. The model parameters
of linear regression model for HALF and DALF are
presented in Tab. 2.

The distribution of predicted load with linear re-
gression model having training and testing MSE 0.005
is compared with actual load samples for training
and testing data for HALF is presented in Fig. 4.
Similarly, the distribution of predicted load with linear
regression model having training MSE 0.008 and test-
ing MSE 0.009 is compared with actual load samples
for training and testing data for DALF is presented
in Fig. 5. From the Fig. 4 and Fig. 5, it is observed
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Fig. 4: Distribution of predicted and actual load samples with linear regression model for HALF.

0

1000

2000

3000

4000

5000

6000

7000

A
ct

iv
e 

po
w

er
 lo

ad
 (

kW
)

0 1000 2000 3000 4000 5000 6000
Training sample

Predicted load Actual load

(a) Day ahead load forecasting: Predicted Load Vs.
Actual Load for training data.

0

1000

2000

3000

4000

5000

6000

7000

A
ct

iv
e 

po
w

er
 lo

ad
 (

kW
)

0 500 1000 1500 2000 2500
Testing sample

Predicted load Actual load

(b) Day ahead load forecasting: Predicted Load Vs.
Actual Load for testing data.

Fig. 5: Distribution of predicted and actual load samples with linear regression model for DALF.
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Fig. 6: Distribution of predicted and actual load samples with linear regression model on 31.12.2021.

that most of predicted and actual load samples are
overlapping each other.

The predicted load using a linear regression model
having training and testing MSE 0.005 is compared
with an actual load on 31.12.2021 and presented
in Fig. 6. From Fig. 6, it is observed the predicted
load using a linear regression model is almost follow-
ing the actual load curve during night time but has
more difference during day time. And also, observed
that predicting load is slightly near to actual load
curve in case of HALF in comparison with DALF.
As in later case the load is predicting one day
earlier i.e 24 hours time horizon. At 5PM, the error

is approximately 300 % as a sudden change in load due
to closing of schools and other working places. Simi-
larly, the error is approximately 100 % at 23rd and 24th
hours because of abnormal load patterns in these hours
due to new year celebrations.

A web application was developed using an
optimal linear regression model to predict load
one hour before and also one day before for real
time usage as a prototype and shown in Fig. 7.
This web application is accessible through the link
https://loadforecasting-godishala-lrm.
herokuapp.com/ or through the QR code shown
in Fig. 7.
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(a) Hour ahead load forecasting. (b) Day ahead load forecasting.

(c) About application page. (d) QR code to access
the web application.

Fig. 7: Web application to predict active power load on a 33/11 kV substation in Godishala, Telangana State- India, developed
using linear regression model.

3.2. Comparative Analysis

The proposed linear regression model to forecast active
power load on a 33/11 kV substation one hour before
is validated by comparing with XG Boost Regressor
and Support Vector Regressor in terms of mean abso-
lute error and presented in Fig. 8. From Fig. 8 it is ob-
served that the proposed model forecasts the load one
hour before with MAE value 0.055 with training data
and 0.057 with testing data. Whereas SVR, forecasts
the load with more MAE value i.e. 0.06 with training
and testing data. Whereas XGBR forecasts the load
with MAE value 0.055 with training data and 0.057
with testing data same as the LR model but XGBR
model complexity is more in comparison with the LR
model.
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Fig. 8: Comparative analysis - HALF.

The proposed linear regression model to forecast
active power load on a 33/11 kV substation one
day before is validated by comparing with XG Boost

Regressor and Support Vector Regressor in terms
of mean absolute error and presented in Fig. 9.
From Fig. 9 it is observed that the proposed model
forecasts the load one day before with MAE value
0.055 with training data and 0.057 with testing data.
Whereas SVR forecasts the load with more MAE value
i.e. 0.06 with training and testing data. Whereas
XGBR forecasts the load with MAE value 0.055 with
training data and 0.057 with testing data same as
the LR model but XGBR model complexity is more
in comparison with the LR model.
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Fig. 9: Comparative analysis - DALF.

4. Conclusions

Electric power load forecasting one hour ahead and one
day ahead is required for the utilities to place a bid
successfully in hourly ahead energy markets and day
ahead energy markets. In this paper, active power
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on a 33/11 kV substation is predicted one hour before
based on load available at last two hours and last two
days at the time of prediction, and day status, season
status, temperature and humidity. Similarly, the load
is predicted one day before based on the load avail-
able at last two days at the time of prediction, and day
status, season status, temperature and humidity.

In this work, three machine learning models i.e.
linear regression model, XG Boost Regressor and Sup-
port Vector regressor are developed to predict the
active power load on a 33/11 kV substation located
at Godishala village in Telangana State, India. Based
on the results, it is observed that the linear model
predicted the load one hour and one day before with
less mean square error in comparison with SVR, and
almost with same error in comparison with XGBR but
with less model complexity.

This work can be further extended by considering
the deep neural networks, sequence models and con-
ventional time series data prediction models. In this
paper, temperature and humidity data at the time
of prediction are considered from open source website.
However, current work can be extended further by inte-
grating temperature and humidity forecasting models
with current load forecasting models.
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Appendix A

In this section, step by step procedure that is used
to train the linear regression model is presented. For
this purpose, a sample dataset that is build from few
samples on original dataset is shown in Tab. 3.

Assume random linear regression model parameters
as shown in Tab. 4.

1.1. Linear regression model training

� Iteration:01 and Sample:01 - [0.12, 0.12, 0, 0, 0.6,
0.73, 0.05].

� Predict the load using Eq. (3).

Lp(T ) = 1 · 0.12− 1 · 0.12 + 1 · 0− 1 · 0+

+1 · 0.6− 1 · 0.73 + 1 = 0.87.
(8)

� Update model parameters m3, m4, m5, m6, m7,
m8 and c using Eq. (5).

m3 = 1− 0.1 · 0.12 · (0.87− 0.05) = 0.9901,

m4 = −1− 0.1 · 0.12 · (0.87− 0.05) = −1.0098,

m5 = 1− 0.1 · 0 · (0.87− 0.05) = 1,

m6 = −1− 0.1 · 0 · (0.87− 0.05) = 1,

m7 = 1− 0.1 · 0.6 · (0.87− 0.05) = 0.9508,

m8 = −1− 0.1 · 0.73 · (0.87− 0.05) = −1.0598,

c = 1− 0.1 · (0.87− 0.05) = 0.918.

(9)

� Iteration:01 and Sample:02 - [0.3, 0.35, 0, 0, 0.55,
0.3, 0.33].

� Predict the load using Eq. (3).

Lp(T ) = 0.9901 · 0.3− 1.0098 · 0.35 + 1 · 0+

−1 · 0 + 0.9508 · 0.55− 1.0598 · 0.3 + 0.918 = 1.0665.
(10)

� Update model parameters m3, m4, m5, m6, m7,
m8 and c using Eq. (5).

m3 = 0.9901− 0.1 · 0.3 · (1.0665− 0.33) = 0.968,

m4 = −1.0098− 0.1 · 0.35 · (1.0665− 0.33) = −1.0356,

m5 = 1− 0.1 · 0 · (1.0665− 0.33) = 1,

m6 = −1− 0.1 · 0 · (1.0665− 0.33) = −1,

m7 = 0.9508− 0.1 · 0.55 · (1.0665− 0.33) = 0.9102,

m8 = −1.0598− 0.1 · 0.3 · (1.0665− 0.33) = −1.0818,

c = 0.918− 0.1 · (1.0665− 0.33) = 0.8443.
(11)

� Iteration:02 and Sample:01 - [0.12, 0.12, 0, 0, 0.6,
0.73, 0.05].

� Predict the load using Eq. (3).

Lp(T ) = 0.968 · 0.12− 1.03561 · 0.12 + 1 · 0− 1 · 0+

+0.91029 · 0.60− 1.0818 · 0.73 + 0.84435 = 0.5925.
(12)

� Update model parameters m3, m4, m5, m6, m7,
m8 and c using Eq. (5).

m3 = 0.968− 0.1 · 0.12 · (0.5925− 0.05) = 0.9614,

m4 = −1.0356− 0.1 · 0.12 · (0.5925− 0.05) = −1.0421,

m5 = 1− 0.1 · 0 · (0.5925− 0.05) = 1,

m6 = −1− 0.1 · 0 · (0.5925− 0.05) = −1,

m7 = 0.9102− 0.1 · 0.60 · (0.5925− 0.05) = 0.8777,

m8 = −1.0818− 0.1 · 0.73 · (0.5925− 0.05) = −1.1214,

c = 0.8443− 0.1 · (0.5925− 0.05) = 0.7901.
(13)

� Iteration:02 and Sample:02 - [0.3, 0.35, 0, 0, 0.55,
0.30, 0.33].

� Predict the load using Eq. (3).

Lp(T ) = 0.9614 · 0.30− 1.0421 · 0.35 + 1 · 0− 1 · 0+

+0.8777 · 0.55− 1.1214 · 0.3 + 0.7901 = 0.8601.
(14)
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Tab. 3: Sample normalized data to build linear regression model.

Data L(T-24) L(T-48) Day Season Temperature Humidity L(T)
Training 0.12 0.12 0 0 0.6 0.73 0.05

0.3 0.35 0 0 0.55 0.3 0.33
Testing 0.19 0.19 0 1 0.57 0.31 0.19

Tab. 4: Initial random parameters of linear regression model.

m3 m4 m5 m6 m7 m8 c
1 −1 1 −1 1 −1 1

� Update model parameters m3, m4, m5, m6, m7,
m8 and c using Eq. (5).

m3 = 0.9614− 0.1 · 0.3 · (0.8601− 0.33) = 0.9454,

m4 = −1.0421− 0.1 · 0.35 · (0.8601− 0.33) = −1.0606,

m5 = 1− 0.1 · 0 · (0.8601− 0.33) = 1,

m6 = −1− 0.1 · 0 · (0.8601− 0.33) = −1,

m7 = 0.8777− 0.1 · 0.55 · (0.8601− 0.33) = 0.8485,

m8 = −1.1214− 0.1 · 0.3 · (0.8601− 0.33) = −1.1373,

c = 0.7901− 0.1 · (0.8601− 0.33) = 0.737.
(15)

At end of the two iterations, �nal model parameters
for the linear regression model are presented in Tab. 5.

Tab. 5: linear regression model parameters.

m3 m4 m5 m6 m7 m8 c
0.9454 −1.0606 1 −1 0.8485 −1.1373 0.737

Load Lp(T ) is predicted for both training and test-
ing samples using model parameters shown in Tab. 5
and the predicted values are shown in Tab. 6.

Tab. 6: Predicted values using linear regression model.

Data L(T) Lp(T)
Training 0.05 0.4019

0.33 0.7751
Testing 0.19 −0.1538

Calculate mean square error for training and testing
data using Eq. (6), also by using actual and predicted
load values shown in Tab. 6 as shown below:

Training MSE =

(0.05− 0.402)2 + (0.33− 0.7751)2

2
= 0.1609,

(16)

Testing MSE =
(0.19 + 0.1538)2

1
= 0.1156. (17)
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