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Abstract. Agricultural sector has significant impact on
the people health and on the economy of the world. Cli-
mate variation is important reason in causing plant dis-
eases hence, affecting the estimated crop production.
Prior detection of plant diseases is utmost important
for improving the quality and quantity of production
within the due course of time. In this paper, this chal-
lenge is addressed by automatically detecting tomato
diseases from the hand-crafted features extracted from
the plant leaves and machine learning classifiers. Dif-
ferent frequency bands are extracted using Gaussian fil-
ters and local statistics of leaves are captured using pat-
terns to design frequency decomposed local ternary pat-
tern (FDLTP). It provides a fast and accurate solution
to avoid uncertainty in the farm production. Bench-
marked dataset of Taiwan tomato leaves is used to
verify the results. Performance of machine learning
classifiers as well as deep learning solutions are com-
pared, and 95.6% accuracy is obtained using proposed
feature along with k-nearest neighbor classifier. It is a
quick and easy to deploy method for real time applica-
tion.
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1. Introduction.

Tomato is one of the most common consumable prod-
ucts in the world. On time disease prediction in this
plant is utmost important to meet the production re-
quirements [1]. With the aid of technology, farmers can
be assisted with a software solution to classify plant dis-
eases. Image processing provides a direction to extract
features from the plant leaves and classify them using

the machine learning models automatically. Features
are extracted either by hand-crafted methods or deep
learning models. Over these features, classification is
performed using machine learning classifiers. These
systems are evaluated on the benchmarked plant leaves
datasets. This solution is quick, hassle-free and accu-
rate with less of human intervention. However, it is
still critical to classify them because of several factors
such as, brightness variation, shadowing, background,
occlusion [2]. Therefore, it is important to classify im-
ages accurately irrespective of these challenges.

Many ensemble techniques alongwith their accuracies
are summarised in [3]. Basavaiah et al. [4] has re-
sized images and used histogram, Hu moments, Haral-
ick and local binary pattern (LBP) features for the clas-
sification using random forest and decision tree models.
Gray level co-occcurence matrix (GLCM), LBP, Gabor
filters and scale invariant feature transform are used
over PlantVillage dataset by Kaur et al. [5]. In [6],
deep features are extracted using VGG-16 and classifi-
cation is performed using kNN classifier. After image
resizing and filtering histogram equalisation is done to
improve the image contrast. A lot of research works
are reviewed in [7]. Further, GLCM and LBP features
are fed for support vector machine (SVM) in [8], for
classification. Pham et al. [9] has compared AlexNet,
VGG16, ResNet-50 with feed-forward neural network
for mango leaves classification. Different types of fea-
tures such as, color, texture, geometrical features are
extracted and the best features are selected in [10].
Many deep learning networks are evaluated in [11], over
six plant diseases, namely, tomato, potato, rice, corn,
grape, and apple. A new model, dense inception con-
volutional neural network is designed by Liu et al. [12]
for grapes diseases classification. U-net and Modified
U-net are used for two, six and ten class problem in
[13].

c© 2023 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 360

https://creativecommons.org/licenses/by/4.0/


DATA ANALYSIS VOLUME: 21 | NUMBER: 4 | 2023 | DECEMBER

Similar to LBP, features can also be computed using
local ternary pattern (LTP) and their co-occurrence
(LTCoP). Interleaving of Gaussian filtered image with
the original image is used to compute Gaussian lo-
cal ternary co-occurrence pattern (GLTCoP) [14]. In
[15], a 3D structure is designed by arranging five Gaus-
sian images and LTCoP is computed. Both color and
texture capture significant details to identify images,
hence, they are also used together in literature. Mul-
tiple color channels are explored together to design
multichannel local ternary pattern (MCLTP) [16]. Co-
occurrence of MCLTP is computed in MCLTCoP [17].
First and second order derivative responses are inter-
leaved in [18], for directional information extraction.
Two neighborhoods with radius 1 and 2, are used in
Haar-like local ternary co-occurrence pattern (HLT-
CoP) [19].

In literature, various feature extraction methodologies
are proposed. Some of them are extracting global fea-
tures over the image while, some are computing pat-
terns locally. These features overlook the frequency
content present in the image, and hence, significant
information gets neglected. Also, few deep learning
networks are being used in the literature for the classi-
fication. But, deep networks require large dataset for
training as well as system computational requirement
is high.

The main aim of the current study is to firstly, propose
a hand-crafted feature extraction method after decom-
posing the image into different frequency sub-bands
and perform classification using machine learning clas-
sifier. Secondly, compute features using deep networks
also to compare with the bench marks.

In this paper, frequency decomposed local ternary pat-
tern (FDLTP) is proposed. Different sub-bands are
extracted through the images to visualize detailed in-
formation. Local information is analyzed by using LTP
patterns. Histograms of hue and saturation planes
along-with gray images are concatenated for global out-
look. Major highlights of the proposed system are as
follows:

• Four frequency sub-bands are used to capture vari-
ations at different frequency levels.

• Local neighborhood block is used to analyze tex-
ture statistics of pixels.

• Ternary patterns are used to compute LTP his-
tograms.

• Global information is added through HSV color
space. This makes it a more comprehensive fea-
ture.

These properties of proposed feature help to capture
fine to coarse information and detect diseased leaves
efficiently. Performance of various machine learning

Fig. 1: LBP computational steps.

classifiers is compared. On the popular Taiwan tomato
leaves dataset, proposed feature has performed better
than deep learning models as well.

Rest of the paper is organised as follows: Section 2.
gives basics of local pattern computation, Section

3. discusses about proposed system framework along
with classifiers and performance evaluation measures.
Section 4. illustrates experimental details on Tai-
wan dataset and in Section 5. conclusion is sum-
marised.

2. Background

Local patterns are the simple features to analyse im-
ages. Local binary pattern (LBP) is most popular local
feature proposed by Ojala et at. [20]. A 3 × 3 neigh-
borhood of radius r = 1 is selected to compare pixels
in all the directions with reference to the center pixel.
Computation of LBP is as follows:

LBP r
n =

[
1 Irn > Ic

0 Irn 6 Ic
. (1)

Center pixel Ic is compared with Irn where 1 6 n 6 8
is denoting neighboring pixels. Computaional steps of
LBP are shown in Fig. 1. Arrow points the move-
ment of pixel comparison considered as LSB to MSB
in anticlock-wise direction. Corresponding decimal
weightage is written adjacent to the cell. LBP val-
ues are obtained from these 8 bit LBP patterns as fol-
lows:

LBPv =

8∑
n=1

2n−1 × LBP 1
n . (2)

These values are converted into hisotgrams of 0-255
bins.

3. Proposed System
Framework

The outlook of the proposed classification model is
shown in Fig. 2. There are four sequential major steps.
In the first step, the Taiwan tomato leaves dataset is
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Fig. 2: Proposed retrieval system framework.

Fig. 3: Sub-band images generated by F1, F2, F3 and F4 filters
(row wise).

loaded. In the second step, all the images are decom-
posed into sub-bands using Gaussian filters. There-
after, local feature, frequency band local ternary pat-
tern (FDLTP) is extracted to analyse texture statistics
of leaf images using ternary patterns. Broader features
are extracted using histograms of color images. At the
end, both types of features are given as input to the ma-
chine learning classifier. It detects unhealthy/diseased
and healthy leaves quickly based on the extracted fea-
tures. Performance using four machine learning classi-
fiers, support vector machine (SVM), k-nearest neigh-
bour (kNN), decision tree (DT) and bagged tree is com-
pared. Details of feature extraction and classifiers is
given in the following subsections.

3.1. Feature Computation

In this work, we have compared both, hand-crafted as
well as deep learning features for classification purpose.
Proposed hand-crafted features are classified using var-
ious machine learning models. Deep learning feature

Fig. 4: FDLTP computation.

are classified using multi-class SVM classifier. In the
following subsections details of both the approaches are
given. Using hand-crafted method, image frequency
information is segregated in the form of sub-bands for
the local feature computation. It helps to capture the
image content variations more precisely.

1) Proposed Hand-Crafted Features

In this paper, FDLTP is proposed. All the colored
images are converted into gray-scale. Four Gaussian
filters, Fi(m,n) are designed for image sub-bands de-
composition as follows:

F1 (m,n) = δ (m,n) − 1

2Πσ2
1

e

−(m2+n2)
2σ21 , (3)

F2 (m,n) =
1

2Π

 1

σ2
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F3 (m,n) =

1
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 , (5)
F4 (m,n) =

1

2Πσ2
3

e

−(m2+n2)
2σ23 . (6)

where δ represents delta function and σ1, σ2, and σ3
are 0.4, 0.5 and 0.6, respectively. Thereafter, response
images are computed by convolving these filters with
the image, I as follows:

FIi (m,n) = I ⊗ Fi (m,n) . (7)

On each of the sub-band image as generated above,
local features are computed. Fig. 3 shows response
images corresponding to all the four sub-bands. Local
neighborhood of 3 × 3 size and radius, r = 1 is used
to extract texture features. Intensity differences in the
local neighbourhood are computed by comparing cen-
ter pixel value with the neighboring eight pixels. Sign
of difference is encoded into ternary patterns by using
following equation.

FDLTPn
i =

 1 FIni > FIci

0 FIni = FIci

−1 FIni < FIci

, (8)

where FIci represents center pixel of the ith filtered
image and FIni represents nth surrounding pixel of ith
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Fig. 5: Images from Taiwan tomato leaves database (Top to
down rows): bacterial spot, black leaf mold, gray leaf
spot, late blight, powdery mildew and healthy category.

filtered image. Surrounding pixel is assigned as up-
per pattern ’1’, if it has larger value than center pixel.
Surrounding pixel is assigned as lower pattern ’-1’, if
it has smaller value than center pixel. Equal values
are turned into ’0’ pattern. 8-bit patterns generated in
such a manner are transformed into upper and lower
pattern values ranging from 0-255. Finally, their upper
and lower histograms are created to give the FDLTP
feature. Fig. 4 illustrates the computation of FDLTP
features for an example neighborhood.

The global outlook of the image is captured by his-
tograms of gray scale image, hue and saturation chan-
nels. Color and gray features are appended together to
get the final hand-crafted feature.

2) Deep Learning Features

In this work, three deep learning models VGG16,
AlexNet and GoogleNet are used for feature extrac-
tion. VGG16 was proposed in Visual Geometry Group
Lab of Oxford University in 2015 [21]. It is a deep
convolutional neural network (CNN) model trained on
ImageNet subset. It has 13 convolutional layers, 5 max
pooling layers, 3 dense layers and 16 layers with learn-
able parameters. Features are taken through pool5
layer.

AlexNet has 5 convolutional layers, 3 max-pooling lay-
ers, 2 normalization layers, 2 fully connected layers,
and 1 softmax layer [22]. Each convolutional layer
has convolutional filter followed by nonlinear activa-

Fig. 6: Confusion matrix of DT classifier.

Fig. 7: ROC of DT classifier.

Fig. 8: Confusion matrix of BT classifier.
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Fig. 9: ROC of BT classifier.

Fig. 10: Confusion matrix of SVM classifier.

tion function ReLU. Features are taken through pool5
layer.

GoogleNet is also called Inception V1 and it was pro-
posed by research at Google in 2014 [23]. It is 22 layers
deep architecture. Inception module was introduced
in GoogleNet for deep learning. Features are taken
through pool5-7 × 7_S1 layer.

3.2. Machine Learning
Classifiers

A brief of the four different classifiers used in the per-
formance evaluation is given in the following subsec-
tion. All the hyper-parameters are tuned automatically
using MATLAB in-built functions classification results
are validated using 10-fold cross validation.

Fig. 11: ROC of SVM classifier.

Fig. 12: Confusion matrix of kNN classifier.

1) Decision Tree (DT)

It provides a supervised graphical representation in
terms of tree-like structure which includes leaf nodes
as the output nodes and decision nodes as the internal
nodes [24]. Features are stored in the internal nodes
and are used to make simple yes/no decision by se-
lecting the appropriate feature branch and progress
towards the leaf node. This structure is easy to un-
derstand.

2) Bagged Tree (BT)

It is an ensemble method to combine many DTs and
has advantages of different models together [25]. It
minimizes variance and keeps bias consistent. Boot-
strap samples of the training data are used to create
trees and their outputs are aggregating to predict the
final output.
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Fig. 13: ROC of kNN classifier.

Fig. 14: Confusion matrix of VGG-16 model.

3) Support Vector Machine (SVM)

SVM creates hyperplanes to separate different classes
[26]. Hyperplanes are selected such as to maximizes
their margin and also their distance to the nearest fea-
ture points. Linear and non-linear kernels are used
depending upon the dataset to be classified. In the
case of non-linear dataset, firstly the data is mapped
to a higher dimension to draw the hyperplane and then
brought back to the lower dimension. In this work, cu-
bic kernel is used.

4) k-nearest Neighbour (kNN)

kNN selects the k nearest neighbours of a test feature
point and saves their class labels [27]. Label assigned to
the most of the k nearest neighbors becomes the class
of the test data point. User can change the value of
the k and distance metric used for comparing features.
In this work, city-block distance is used.

Fig. 15: Confusion matrix of AlexNet model.

3.3. Performance Evaluation
On the Taiwan tomato dataset, experiment is per-
formed on a system using MATLAB 2017a with In-
tel Core i5 processor, 8GB RAM and 500GB hard
drive. Classification performance is evaluated using
various parameters, such as, accuracy, area under curve
(AUC), true positive rate (TPR), and false negative
rate (FNR). Accuracy is most popular criteria to ver-
ify the performance of any system. It represents the
percentage of correctly classified samples out of total
samples. In the current dataset, we have 4976 images
so, total samples will be 4976. To analyse the class
wise performance, TPR and FNR are computed. TPR
is also called as sensitivity, it represents the proportion
of correct prediction of positive class. FNR is the in-
correct prediction of negative class. In other words, it
represents prediction of negative class as positive class.
Region under curve (ROC) plots the TPR versus FPR
for different thresholds of classification scores. AUC
represents integral of a ROC curve, TPR with respect
to FPR. AUC values are between 0-1. Higher the value
of AUC better will be the classifier performance.

Tab. 1: Taiwan tomato leaves database summary.

Class # Class name # Images
1 Bacterial Spot 880
2 Black mold 536
3 Gray spot 672
4 Health 848
5 Late blight 784
6 Powdery mildew 1256

4. Experiments
Performance of the proposed system is evaluated on
the benchmarked Taiwan tomato leaves dataset [28].
This dataset is publicly available. In Table 1 sum-
mary of the dataset is given with number of images
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Fig. 16: Confusion matrix of GoogLeNet model.

in each class after augmentation. These classes are
labelled from 1 to 6 in top to down order, in further
results. This dataset is published by Huang and Chang
in 2020. It has a total of five different diseased cate-
gories, bacterial spot, black leaf mold, gray leaf spot,
late blight, powdery mildew and one healthy category.
Sample images from each category are shown in Fig. 5.
These images have single or multiple leaves and plain
or complex background. Originally there were 622 im-
ages, after data augmentation number of images are
increased to 4976. For this process, images are rotated
clockwise with 90o, 180o and 270o angles, horizontally
mirrored, vertically mirrored, brightness increased, and
brightness decreased. Images are of 227×227 sizes and
JPG format.

After feature extraction, machine learning classifiers
are used for classification. Fig. 6 and Fig. 7 show
confusion matrix and ROC using DT classifier. In Fig.
6, x-axis and y-axis show predicted and true classes,
respectively. Last two column show TPR and FNR.
AUC value is 0.89 for class 1 using DT. Similarly, Fig.
8, Fig. 9, Fig. 10, Fig. 11, Fig. 12 and Fig. 13,
show confusion matrix and ROC using BT, SVM and
kNN, respectively. Their AUC values are 0.99, 0.99
and 0.96, respectively for class 1. Accuracy values are
summarised in Table 2. It is observed that accuracy of
the proposed method is 95.6%, for kNN classifiers and
it is better than to DT, BT and SVM.

Tab. 2: Comparison with deep learning models.

Classifiers Accuracy (%)
DT 79.8
BT 93.9
SVM 94
kNN 95.6

Further, features are also extracted using deep learning
pre-trained models, VGG16, GoogleNet and AlexNet
namely, and classification is performed using multi-

class SVM. Fig. 14, Fig. 15 and Fig. 16 show confusion
matrix for each of them, respectively. The results are
summarized in Table 3. It is observed that as com-
pared to the deep learning models proposed method is
giving better accuracy. Apart from this deep learning
models need more computational time and memory as
compared to the hand-crafted features.

Tab. 3: Comparison with deep learning models.

Methods Accuracy (%)
VGG-16 90.28

GoogLeNet 90.28
AlexNet 86.87

Proposed method 95.6

5. Conclusion
In this paper, a new feature FDLTP is proposed to
identify the diseased crop of tomotos. In contrast to
other pattern features, FDLTP decomposes the im-
age into 4 frequency sub-bands using Gaussian filters.
It helps to analysis the individual sub-band statis-
tics in a better manner. All these sub-bands are fed
for local feature extraction. LTP is computed in the
small neighborhood by comparing the intensity dif-
ferences. Small variations occured due to defect is
captured and utilized to differentiate diseased samples
with the healthy samples. Results are also compared
with the existing pre-trained deep learning models. On
the banchmarked dataset better results are obtained
by the proposed hand-carfted features. It is first of its
kind method for crop diesese classification. In future,
similar features may be designed for other crop disease
identification.
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