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Abstract. Smart Grids (SG) encompass the utiliza-
tion of large-scale data, advanced communication in-
frastructure, and enhanced efficiency in the manage-
ment of electricity demand, distribution, and produc-
tivity through the application of machine learning tech-
niques. The utilization of machine learning facilitates
the creation and implementation of proactive and au-
tomated decision-making methods for smart grids. In
this paper, we provide an experimental study to un-
derstand the power demands of consumers (domestic
and commercial) in SGs. The power demand source is
considered a smart plug reading dataset. This dataset
is large dataset and consists of more than 850 user
plug readings. From the dataset, we have extracted two
different user data. Additionally, their hourly, daily,
weekly, and monthly power demand is analysed individ-
ually. Next, these power demand patterns are utilized
as a time series problem and the data is transformed
into 5 neighbour problems to predict the next hour,
day, week, and month power demand. To learn from
the transformed data, Artificial Neural Network (ANN)
and Linear Regression (LR) ML algorithms are used.
According to the conducted experiments, we found that
ANN provides more accurate prediction than LR Addi-
tionally, we observe that the prediction of hourly de-
mand is more accurate than the prediction of daily,
weekly, and monthly demand. Additionally, the pre-
diction of each kind of pattern needs an individually
refined model for performing with better accuracy

Keywords

Artificial Neural Network (ANN), Accuracy
improvement, Demand Side Management
(DSM), Energy Management, Machine Learn-
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1. Introduction.

The smart grid monitors and performs the various du-
ties with proper management, like electricity, parking
signals on traffic, and alert signals on road, earthquake
detection, and weather conditions. A smart grid is
the interconnected network of components like sensors,
transmission and distribution lines, energy storage de-
vices like smart meters, substations, and transformers
etc. [1]. It contributes to energy management. The
SGs with IoT integration are more capable and accu-
rate because of communication among, sensors, and
command centres for rapid response. It is less expen-
sive than the traditional grid [2]. It can detect faults
and failures [3]. The smart grid is advantageous for
balancing the difference between energy consumption
and production by considering power generation, man-
agement, and distribution. Additionally [4], ensuring
smart energy use, clean energy usage, and low cost, ful-
fil increasing energy needs and provide faster solutions
to regional problems.

Demand side management supports SG functionality
for infrastructure development, decentralized energy
resource management, and electric cars [5]. Addition-
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Tab. 1: Abbreviations

Abbreviations Abbreviations Abbreviations Abbreviations
SGs Smart Grids ML Machine Learning
ANN Artificial Neural Network RNN Recurrent Neural Network
CNN Convolutional Neural Network DES Distributed Energy System
DSM Demand-Side Management DR Demand Response
DL Deep Learning LR Linear Regression
SM Smart Meter AMI Automatic Meter Infrastructure
IoT Internet of Things EMM Energy Management Model
LECs Lower Energy Consumers HECs High Energy Consumers
ToU Time of Usage MAE Mean Absolute Error
HEM Home Energy Management NILM Non-Intrusive load management
HMM Hidden Markov Model LSTM Long Short-Term Memory
GHG Green House Gas STLF Short Term Load forecasting

CLARA Clustering LArge Applications SVM Support Vector Machine
RES Renewable Energy Source ELM Energy Learning Machine

MOAHA Multi Objective Artificial Hummingbird DCNN Deep Convolution Neural Network
SVM Support Vector Machines HAN Home Area Network
GWO Grey Wolf Optimizer WDO Wind-Driven Optimization
WNN Wavelet Numerical Network NWP Numerical Weather Prediction
WPP Wind Power Prediction GRU Gated Recurrent Unit
EED Electric Energy Demand EES Electric Energy Supply

ally, the aim is to minimize energy costs, carbon emis-
sion, and improve sustainability [6]. It is also useful for
smart billing by using Smart Meters (SMs) [7]. It might
result in consumer awareness and help to improve sup-
ply chain of power [8]. The consumers can regulate
the amount of energy used. The Demand Side Man-
agement (DSM) is in relation to the intelligent power
grid. The DSM will notify the server for load sched-
ule and load minimization technique [9]. To achieve
effective DSM, the SG needs accurate and trustworthy
information about power use.

Components of smart grid are described in the given
Figure 1. The Smart Grid technology is comparatively
new and requires continuous development and improve-
ment. This technology is utilizing various software and
hardware technologies to improvise their functioning
[10]. By using the implemented technologies, a signifi-
cant amount of data has been generated. The analysis
of this data may provide several benefits to understand
the behavior of power utilization, trend, and patterns
of demand [11]. Additionally sudden changes and sea-
sonal changes may help to manage the power demand
and supply. The analysis of the data is also essential to
make balance between the power generation and their
better utilization by the different industrial and domes-
tic purpose [12].

In this paper, we first involve a review of the mod-
ern trends and development in SG based on ML. Next,
we addressed several identified research areas based on
review. Further, we present a study of Electric En-
ergy Demand (EED) understanding using smart plug
reading dataset. The ML techniques are applied on
smart metering dataset and future demand has tried
to predict. The following task has been undertaken:

Fig. 1: Smart grid components and its features.

• Analyze SG data to recover the seasonal impact
on demand and supply of EED in the domestic
sector and industrial sectors.

• Identifying the variations in Electric Energy Sup-
ply (EES) for a 24-hour time cycle.

• Identify the weekly pattern of EED and EES.

Further, the concept of time series data analysis is
utilized, and ML methods are applied to anticipate the
power required for different time frequencies. Finally,
the performance of the employed techniques is mea-
sured. Two ML algorithms are used for this paper
namely artificial neural network and linear regression.
They are as follows:
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1) Artificial Neural Network (ANN):

An Artificial Neural Network is a data processing ap-
proach that is derived from the principles of biological
nerve systems. The artificial neural network is orga-
nized in the form of a network, consisting of intercon-
nected units referred to as neurons. The configura-
tion is contingent upon the specific application, such as
recognition, classification, or prediction. The acquisi-
tion of knowledge regarding Artificial Neural Networks
has necessitated modifications to the synaptic connec-
tions. The Artificial Neural Network is a sophisticated,
non-linear, and parallel computational system. The
fundamental component of a neural network is the neu-
ron, which is comprised of a certain number of inputs
denoted as x(n). Each input is multiplied by a corre-
sponding connection weight, written as w(n). The sum
of the product of the input and weight is sent through a
transfer function, also known as an activation function,
to produce the output.

2) Linear Regression (LR):

Linear regression is a statistical technique used to
model the relationship between a dependent variable
and one or more independent variables. It is a widely
used method in various fields, including economics.
Linear regression is a widely recognized approach em-
ployed in the resolution of diverse statistical and ma-
chine learning challenges. The logistic regression model
is commonly employed for predictive modeling pur-
poses. The LR algorithm is primarily focused on low-
ering the error to achieve accurate predictions. The
concept of linear regression is explored as a theoreti-
cal framework for comprehending the correlation be-
tween input and output variables. The linear regres-
sion model is predicated on the assumption of a linear
association between the input variable (x) and the out-
put variable (y). The value of y can be determined by
performing a linear combination of the input variable
x. When a single method is present, it is commonly
known as simple LR. When there are numerous vari-
ables, it is referred to as multiple linear regression. The
most often used strategy for training the linear regres-
sion model is known as Ordinary Least Squares. The
linear equation is a mathematical model that utilizes a
collection of input values (x) in order to make predic-
tions about the corresponding output values (y). The
equation assigns a coefficient, represented by Beta (B),
to each input, which serves as a scale factor. The coef-
ficient, often known as the intercept, imparts a degree
of freedom to the line.

y = B0 +B1x. (1)

Overall, the paper presents original contributions in
terms of applying machine learning algorithm to power

demand prediction, analyzing demand patterns, com-
paring algorithm performance, and addressing the chal-
lenges associated with different prediction horizons and
demand types within Smart Grids.

2. Related Work

In this section we will discuss the issues and their so-
lutions which have been given in introduction section
by recent researchers.

2.1. Review Highlights

The collected review relevant to the smart grid based
on internet of things (IoT) and Machine learning (ML)
technique is highlighted into Table 2.

2.2. Review Summary

Based on the recently performed study, we have iden-
tified the following research opportunities to improve
the performance of existing smart grid systems.

• Here is a need to pay attention to the Home En-
ergy Management (HEM) system. This system
can deal with services to automate power supply
according to demand. Current algorithms for the
operations of HEMs require performance improve-
ment and optimization.

• Power usage has increased, which raises concerns
about an imbalance between supply and demand.

• Securing SG and realizing its applicability are dif-
ficult tasks. Additionally, Real-time monitoring
requires high-speed connectivity, and accelerating
the transition to smart grids is crucial.

• Due to the rise in the number of smart gadgets
in homes, there is an increasing requirement for
electrical energy. Thus, we must create methods
for controlling energy demand.

• Operations demand ML-based load anticipation in
IoT framework. Sending, handling, and processing
a lot of data is difficult.

• To reduce CO2 emissions, greenhouse gas emis-
sions, global pollution, combat climate change,
and provide energy security, we must address the
reliability of renewable energy sources.

• Need to create an Energy Management Model
(EMM) that uses ML algorithms to manage re-
newable energy under varying conditions or needs.
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• Data and energy have different values, but we
must pay attention to both. Additionally, we
must control the electricity supply in accordance
with consumers like smart cities, homes, and busi-
nesses.

• The covert cyber deception attack is a recent
threat. Such attacks are being carried out by hack-
ers, who are undetectable. As a result, affected
devices may provide a challenging situation.

• Concern with reducing and modifying energy con-
sumption patterns to reduce peak loads, smooth
out load distribution, and reduce carbon emis-
sions.

3. Proposed Work

The ML technique is crucial for the SG. The SG
applications depend on effectiveness of communica-
tion and the accuracy of the prediction algorithms.
Some of these applications may include automation,
self-diagnose, error finding and tolerance, and mainte-
nance. To fulfil the applications power demand and
supply we need an efficient Electric Energy Manage-
ment (EEM) system. The data analysis is an essential
part of EEM system [29]. Figure 2 shows the flow chart
of proposed system which presents a study of Elec-
tric Energy Demand (EED) using smart plug reading
dataset. The ML techniques are also applied on anal-
ysed data and future workload have tried to predict.
The following task has been undertaken in this paper.

1) Analyze SG data to recover the seasonal impact
on demand and supply of EED in the domestic sector
and industrial sectors.

2) Identifying the variations in Electric Energy Sup-
ply (EES) for a 24-hour time cycle.

3) Identify the weekly pattern of EED and EES.

1) Dataset

The main objective of this analysis is to recover cy-
cle feature for preparing a prediction system. To
study the seasonal influence in EED and EEDS we uti-
lize a Plug Readings of Home Area Network (HAN)
dataset. That dataset is publicly available at [29].
The dataset is provided by the Australian Govern-
ment Department of Climate Change, Energy, the En-
vironment, and Water [30]. The dataset was created
on 09-09-2015 and last updated on 11-04-2022. The
dataset consists of CUSTOMER_ID (Cid), READ-
ING_TIME (date), PLUG_NAME (PName), READ-
ING_VALUE (Reading), CALENDAR_KEY (CKey)

Fig. 2: Flow chart of proposed system.

and RECORD_COUNT (Rcount) attributes. The raw
samples of the dataset are demonstrated in Table 3.

2) Data Preprocessing

The aim of preprocessing is to prepare the data for uti-
lization in experiments. Therefore, the following steps
are followed for preprocessing of data:

1) Attributes, CKey and Cid are used for the same
purpose for identifying the consumer uniquely. There-
fore, we eliminated Ckey from the initial dataset.

2) Attribute PName describes the product or device
used. This attribute is not very appropriate for our
study therefore we eliminate this attribute.

3) Next the date attribute is converted into an index.
Additionally, the data has been sorted according to the
date.

The preprocessed dataset is demonstrated in Table
4.

3) Data Categorization

The dataset contains more than 800 consumer’s data.
Overall, the dataset has 10828120 available instances
or readings. Figure 3 shows the total consumers in
dataset and demonstrated on X axis. Y axis shows
the total readings available for each client. For the
high-quality resolution only 60000 available instances
are showing in below Figure. Here, we categorize our
dataset into two groups based on the entries available
on dataset.

c© 2023 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 271



ELECTRICAL MATERIALS AND EQUIPMENT VOLUME: 21 | NUMBER: 4 | 2023 | DECEMBER

Tab. 2: Review Highlights

Ref. Work contributed Method Results
[13] Presented an IEMS for managing energy con-

sumption and meeting demand in a microgrid.
The IEMS makes sure the hydrogen-battery
storage system runs as smoothly as possible.

To solve IEMS, the multi-objective
artificial hummingbird optimizer,
also known as MOAHA, is used.

The optimized IEMS results in low
greenhouse gas (GHG) emissions.

[14] Work carried out with the purpose of fore-
casting the amount of energy and load con-
sumption. To accomplish this objective, a ba-
sic and uncomplicated long-term memory deep
learning model for electrical load has been cre-
ated and calibrated for multivariate time-series
forecasting.

The LSTM model is implemented,
and then the six swarm intelli-
gence metaheuristics used to fine-
tune the LSTM architecture are
described and discussed.

Overall, the results show that FA gave
the best results out of all the heuristics
that were used, even though the dif-
ferences between the results were very
small.

[15] A short-term power load forecasting model
that is based on multi-factor analysis and a
Long-Short Term Memory (LSTM) neural net-
work has been proposed with the goal of in-
creasing the accuracy of short-term power load
forecasting and taking into full consideration
the influence of weather factors on power load.

Using the sliding window method,
the initial time series data are
deconstructed and then recreated.
LSTM is then used to set up the
model for making predictions.

The forecasting model described in this
study has a 7.41% average absolute
percentage error and 380.67 MW aver-
age absolute value error, which is bet-
ter than the other models listed in the
paper.

[16] This work proposes a self-supervised learning-
based nonintrusive-load monitoring strategy
to maximise model training using unlabelled
monitoring data.

The load identification model uses
self-supervised learning to recreate
data.

The algorithm suggested in this re-
search outperforms advanced machine
learning and deep learning algorithms,
proving its efficacy.

[17] In this paper, proposed a NILM frame-
work based on the Modified Factorial Hidden
Markov Model (MFHMM) to model the inter-
dependencies between appliances’ operational
states and between appliances’ differential op-
erational states, all while accounting for differ-
ences in their power consumption profiles over
time.

The Hidden Markov Model is used
to model each appliance as a sepa-
rate load (HMM).

Each segment’s NILM problem is
solved, and then the acquired solution
is tweaked in light of the aggregated
load point’s voltage profile.

[18] Presented a stochastic transition likelihood
function (STLF) approach using ensemble hid-
den Markov models (e-HMM) to learn the
dynamic properties of industrial customers’
spending patterns in linked multivariate time
series and consequently enhance prediction ac-
curacy.

Time series, machine learning, and
deep learning models have been
used to solve STLF problems.

To lower the overall prediction error
rate, we use the Bagging ensemble
learning algorithm architecture.

[19] Presented a two-stage method for increasing
STLF’s precision by using the outputs of clas-
sic algorithms as reference points. By break-
ing the initial forecast deviation down into its
component modes, the desired DR deviation
sequence may be built.

Dynamic mode decomposition
(DMD) is utilised to acquire the
deviation sequences generated
by DR. The Hankel matrix is
developed to ease the operation.

The accuracy of the final forecast is
enhanced by superimposing the find-
ings of conventional algorithms with
the discovered deviation sequence.

[20] This paper proposes a deep convolutional neu-
ral network (DCNN)-based NILM framework
for profiling the on/off states of all residential
appliances and associated power consumption.

The NILM can directly assess
appliance-level electricity con-
sumption using a load trajectory
and DCNN architecture.

NILM improves demand side control
and energy efficiency.

Fig. 3: Shows consumers and contributed data in the dataset.

Based on the number of entries the data is cate-
gorized in two categories: High Power consumer (In-
dustrial), Industrial data involve the consumers who
have entries higher than 10000 instances is considered
as indutrial or high-power consumer group. And next
is Low power usage consumer (Domestic), those con-
sumers has less entry than 10000 instances. Based on
obtained data based on their category the both group
of users is given in Figure 4.

Figure 4(a) shows the total consumers in industrial
usage and Figure 4(b) shows the consumers with user
of low power usages. The available instances are sud-
denly increasing from 500-600 in Figure 4(b) because
of sudden increasing of appliances used and increased
power demand.
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Review Highlights

Ref. Work contributed Method Results
[21] The study makes several important contribu-

tions to the field, including research on the eco-
nomic and technological effects of renewable
energy, grid integration, and electricity rates.
However, the major objective is to provide a
demand-response (DR) model that maximises
the benefits to energy retailers, in this case the
microgrid clients. Different customers’ utility
and elasticity during peak and off-peak times
are analysed by DR models.

A revolutionary intelligent algo-
rithm minimises microgrid system
cost and analyses results with and
without DR software.

Numerical data showed that a DR-
based energy management microgrid
system reduced overall generating
costs and pollution compared to the
literature.

[22] Proposed a heterogeneous ensemble method
for making short- and intermediate-term load
predictions. The ensemble forecaster is formed
by a two-level hierarchy of machine learning-
based and classical approaches, with the first-
stage forecasters’ output used as input in the
second stage.

ML forecasters include artificial
neural networks and support vec-
tor regression, whereas classical
forecasters include Holt’s exponen-
tial smoothening and multiple lin-
ear regression.

Practical system prediction accuracy
improves manifolds. The proposed
model outperforms ensemble-based
models.

[23] The proposed computational strategy offers a
significant amount of potential to improve the
effectiveness of smart grids.

RFECV is used to eliminate the
weakest feature and select the
highest scoring feature.

Linear regression performs the best in
all metrics.

[24] Presented a combined forecasting model,
GWO WNN-VMD-LSTM-Q-learning, based
on the integration of NWP and wind power
time series.

The Q-learning technique is
utilised to superimpose the pre-
diction results based on an ideal
weight and obtain the final WPP
findings.

The simulation results show that this
model has good prediction accuracy
and a far bigger predictive impact than
traditional models that use time series
forecasts.

[25] A long short-term memory (LSTM) recur-
rent neural network-based framework was pro-
posed, which is the most recent and one of the
most prominent techniques of deep learning.
This was done in order to address this chal-
lenging problem.

The proposed system is evaluated
on publicly available household
smart metre data and compared to
benchmarks, including load fore-
casting state-of-the-arts.

The proposed LSTM approach does
a better job of predicting short-term
load for individual residential house-
holds than the other algorithms listed.

[26] In order to predict energy use and determine
peak demand, this research suggests using a
random forest supervised learning model.

In order to improve analysis and
predictions, the vast smart metre
dataset collected during the year is
fed into the random forest classifier
method.

As compared to other methods, this
one excels in precision, consistency,
and broad applicability. This paper
also explores the previous models and
evaluates how they’ve fared in the past.

[27] The primary objective of this study is to de-
velop models for anticipating electrical load
based on the electricity provider’s actual load
data.

LSTM, GRU, and RNN deep
learning algorithms predict electri-
cal demands (RNN).

According to the findings, the GRU
model was successful in attaining an
R-squared value of 90.228%, a Mean
Square Error (MSE) value of 0.00215,
and a Mean Absolute Error (MAE)
value of 0.03266.

Next from each group an individual consumer is se-
lected for detailed exploration of data. There are a
smaller number of users in industrial users, but the
amount of EE is higher enough. Here we denote them
as C1 and C2. The consumer C1 is a domestic user,
which have a total of 9948 instances. The consumer
C2 is selected as commercial usage group. This user
has a total of 105520 instances. The same number of
informative instances have been taken for performing
training from both the user groups i.e., 4776 instances
of data samples.

4) Data preparation

The dataset of user C1 is denoted here as D1 and for
user C2 is D2. Both the datasets D1 and D2 it contains
consumer id therefore we removed the attribute Cid.
The dataset has the issue of duplicate index. Thus, we
resample the data according to the hourly frequency.

During the re-sampling the sum of duplicate index is
used to get the total hourly load. The hourly load for
both the consumers is demonstrated in Figure 5.

Figure 5(a) shows the total hourly demand of con-
sumer C1 and Figure 5(b) shows the total demand of
consumer C2. According to Figure 5(a) the demand
is increasing with the time but in domestic demand
sudden picks are appeared. On the other hand, for in-
dustrial user it increases up to a particular limit and
further increasing with the time.

Next the data is re-sampled based on total daily
EED. After re-sampling the plot is demonstrated in
Figure 6(a) and Figure 6(b). According to Figure 6(a)
we can see the increasing demand pattern of the user
but due to some special cases we can see sudden down-
falls from the regular increasing patterns. The indus-
trial pattern shows the smoother upper limit of power
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Tab. 3: Shows raw samples of data set.

S.
No.

Cid Date Pname Rea
ding

Ckey Rco
unt

1 1001
4678

2013-
08-19,
14:48:40

Micro
wave

0 281420 1

2 1001
4678

2013-
08-19,
14:48:40

TV 0 281420 1

3 1001
4678

2013-
08-19,
14:48:41

Dishwasher0 281420 1

4 1001
4678

2013-
08-19,
14:48:41

Kettle 0 281420 1

5 1001
4678

2013-
08-19,
14:48:41

Washing
ma-
chine

.002 281420 1

Tab. 4: Shows data after pre-processing

S.No. Date Cid Reading Rcount
1 2013-08-19,

14:48:40
10014678 0 1

2 2013-08-19,
14:48:40

10014678 0 1

3 2013-08-19,
14:48:41

10014678 0 1

4 2013-08-19,
14:48:41

10014678 0 1

5 2013-08-19,
14:48:41

10014678 .002 1

demand, but we can also find a significant among of
downfalls in demand.

Next, we resample the dataset according to the total
weekly EED pattern. Figure 7 provides a plot between
weeks and total weekly EED. X axis shows the dates
and Y axis contains total weekly EED. The weekly
EED is demonstrated in Figure 7(a) for C1 and Fig-
ure 7(b) shows the EED for consumer C2. According
to EED of consumer C1 we find a regular and increas-
ing demand pattern but reduced during some specific
weeks. On the other hand, for consumer C2 in reduces
in specific patterns of week.

Similarly, the monthly total EED is measured and
reported in Figure 7(c) and Figure 7(d). Figure 7(c)
shows the demand on domestic consumer C1 and Fig-
ure 7(d) shows the EED of consumer C2. According
to both the user’s monthly EED we found smooth in-
creasing patterns with the time. Thus, with the time
the EED is increasing.

5) Seasonality analysis

The EED data is a time series problem. This time se-
ries is needed to solve and understand for building a
prediction model. Therefore, time series data decom-
position is essential to consider. Using this analysis,

(a)

(b)

Fig. 4: Shows (a) the industrial consumers (b) the domestic
consumers.

we know how the pattern of historical data varies with
the time. The time series have four components.

These components are:

• Level-L is the base value of the given time series.
That provides an average value of consumers total
EED with respect to time. The level is denoted as
L.

• Trend-T is the type and rate in change of the
values with respect to time. Mostly it provides an
increase or decreases line with time.

• Seasonality-S is a cyclic event repeated in a spe-
cific time interval in each time series. That shows a
type of wave form in increasing or decreasing man-
ner. Therefore, it utilizes two parameters first is
the entire EED pattern and a period on which we
need to estimate a cyclic effect. The seasonality is
denoted as S.

• Noise or residual-R is random variations in time
series patterns. It is denoted as R.

The combination of the components is the reason of
formation of time series. In a case, where seasonality
and trend are the main part of the time series. Addi-
tionally, that has the major influence on the prediction
value. The predicted values may also be different from
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(a) (b)

Fig. 5: Shows the total hourly demand for (a) consumers C1 and (b) consumer C2.

(a) (b)

Fig. 6: Shows the total daily demand (a) consumers C1 and (b) consumer C2.

(a) (b)

(c) (d)

Fig. 7: Shows the total weekly load for consumers (a) C1 and (b) consumer C2, additionally monthly total EED is given by (c)
for consumer C1 and (d) for consumer C2.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 8: Shows the visual seasonal time series decomposition of EED for variation of (a) consumer C1 and (b) for consumer C2 for
hourly EED in 24 hour cycle, (c) and (d) shows the EED pattern for daily total demand and in 7 days period, (e) and (f)
shows pattern for total weekly load in 5 week cycle, and (g) and (h) pattern for monthly load in a cycle of six months.
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Fig. 9: Shows the proposed model for performing predictive data analysis for per hour EED prediction.

the time series, which is analyzed during training. The
time series components can be performed in two types
i.e., Additive or Multiplicative.

In additive decomposition the time series compo-
nents are describing the relationship among data by
adding them together. The additive time series is in-
creasing or decreasing uniformly throughout the time.
The additive time series can be defined as:

y(t) = L+ T + S +R. (2)

On the other hand, if the components are multi-
plicative, then it is called the multiplicative time se-
ries. This time series is demonstrating an exponential
growth or decrement in their trend pattern. That can
be given as:

y(t) = L× T × S ×R. (3)

In this presented work the additive time series de-
composition is performed. Figure 8 shows the visual
time series decomposition. In these Figures the first
sub diagram shows the level, second sub plot shows
the trend, third provide seasonal cyclic pattern and
last sub plot shows the residual. Figure 8(a) and 8(b)
shows the total hourly demand-based data components
for a period of 24-hour cycle. According to the visual
pattern analysis the data shows increasing trend, but
seasonality is not much clear. Additionally, the residual
is too random with increasing time. But when the data
is re-sampled in terms of daily total demand and mea-
sured the cyclic effect in period of 7 days is given in Fig-
ure 8(c) and 8(d). Next Figure 8(e) and 8(f) shows the
component patterns of total weekly EED and season-
ality is estimated at 5-week period. Similarly, Figures
8(g) and 8(h) demonstrate, the monthly total EED and
cyclic relationship is estimated in six-month duration.
According to the obtained visual pattern we found that
the hourly demand prediction is complex as compared
to other type of demand prediction. As the time du-
ration is increased in data the seasonality is enhanced.
Therefore, prediction becomes easier as compared to

hourly demand prediction. Next, we are trying to pre-
dict the EED for both the consumer. Therefore, we
have utilized two popular machine learning techniques
for prediction namely Artificial Neural Network (ANN)
and Linear Regression (LR). Before utilizing these ML
algorithms, we transform the data from a linear man-
ner to two-dimensional vectors. The vector organizes
data into the following manner in Table 5.

Tab. 5: Shows data after pre-processing

Training Vector. Predictable
t1, t2, . . . , t24 t25
t2, t3, . . . , t25 t26
t2, t3, . . . , t26 t27

Then, we utilized a split function to split data into
training (70%) and validation ratios (30%). The ML
algorithms are applied for both kind of consumers and
the predictions has been carried out. After training of
the ML algorithms, the prediction on validation data is
performed. The configuration of artificial neural net-
work is given in Table 6.

Tab. 6: Configuration of artificial neural network.

Parameter Values
Model Sequential
Layer 1 Dense Number of neurons 128 Input size 24

Activation ReLu
Layer 2 Dense Number of neurons 64 Activation ReLu
Layer 3 Dense Number of neurons 32 Activation ReLu
Layer 4 Dense Number of neurons 1 Activation Soft-

Max
Loss Mean squared error

Optimizer Adam

The complete data model for energy demand predic-
tion is demonstrated in Figure 9. The proposed model
first includes a historical energy demand dataset. The
dataset is preprocessed in the next step. Preprocess-
ing is aimed at removing unwanted or less relevant
attributes from the dataset. Next, the preprocessed
data is used for categorizing the EED into two user
groups based on the demand. These groups are in-
dustrial and domestic consumers. Next, the individual
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(a) (b)

Fig. 10: Performance of the ML models algorithms for EED prediction on hourly, daily, weekly, and monthly frequency for domestic
user and commercial user in terms of (a) MSE and (b) Training time.

consumers from each group were selected and the in-
dividual client’s data is transformed into time series
problem. Further, to understand the trend and sea-
sonal impact of data in prediction. The decomposi-
tion of the formulated time series has been performed.
Based on the seasonal effect of the data variation the
machine learning models have been selected. Here we
have selected two popular ML algorithms which are fre-
quently used for continuous value prediction problems
namely ANN and LR. Next the training of the ML al-
gorithms has been carried out and the prediction has
been performed. Based on the experiment conducted
with the validation data the performance of both the
algorithms for both the consumers has been evaluated
in terms of Mean Square Error (MSE) and training
time. The detailed evaluation of the performance ex-
periments has been discussed in the next section.

4. Result Analysis

The EED prediction is performed in this experiment
for both consumers’ group i.e., domestic, and commer-
cial. The experiments include the data according to
the frequency of hourly, daily, weekly, and monthly for-
mats. Additionally, we trained the two machine learn-
ing models for predicting the future EED. To measure
the performance MSE and Training time is considered.
Mean squared error (MSE) measures the error in pre-
dictions. It shows the average squared difference be-
tween the actual and predicted values. When a model
has no error, the MSE equals zero. That can be mea-
sured using:

MSE =
1

n

n∑
i=1

(yi − y′i)
2, (4)

Where, y′i is predicted values and yi is actual value and
n is the total samples for prediction in equation (4).

The MSE of different experimental scenarios is given
in Figure 10(a). Figure 10(a) describes the error in
predicted values with respect to actual EED values.
The prediction is made for hourly, daily, weekly, and
monthly demand. In this diagram, the X axis shows
the frequency of demand and Y axis shows MSE. Based
on the experimental results the ANN model is superior
as compared to the LR algorithm. The prediction of
hourly patterns is more complex than other frequen-
cies. On the other hand, we also found that the EED
prediction for industrial consumption is more accurate
than for domestic usage patterns.

The second parameter is training time. The train-
ing time is the amount of time required to train an
ML algorithm. The training time of the experimen-
tal scenarios is given in Figure 10(b). According to
the results we have found commercial usage pattern
training for both ANN and LR i.e. C2 requires less
amount of time than C1. And clearly it has been ob-
served that the ANN is consuming more time than LR
in both customer group. Based on both the evaluation
parameters, we found the ANN is the most suitable
and accurate prediction method, but it has some limi-
tations in training time as consuming more time than
LR.

5. Conclusion

The smart grids are incorporating machine learning
methods and cutting-edge communication infrastruc-
ture for making it more useful and profitable to balance
demand and supply. However, currently, SG needs
to make a balance between the several methods used
to produce electricity and the various customer needs.
This paper is focused on to understand the power de-
mand of the different classes of users i.e., domestic,
and commercial. Therefore, first, we provide a high-
light of recent literature about smart grids based on
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communication technology and ML. Here, we found
that proactive techniques are valuable for scheduling
the power demand and supply. In this context, a large
smart plug dataset is considered for experimental anal-
ysis. Additionally, two types of consumer patterns are
obtained from the dataset. Using these two kinds of
consumer patterns we perform the visual analysis for
identifying the trends of hourly power demand, daily
power demand, weekly power demand, and monthly
power demand. Further, to design a proactive tech-
nique, we have conducted experiments with two pop-
ular ML techniques namely ANN and LR algorithms.
Additionally, after training of these models, we pre-
dict the power demand for hourly, daily, weekly, and
monthly demands. The experimentation demonstrates
that hourly trend prediction is more complex than
other kinds of demand predictions. In addition, both
machine learning algorithm’s comparative result shows
that the ANN is providing a more accurate prediction
than LR. And as for training time perspective LR re-
quires less time. But by using proper tuning methods,
the training time for ANN may be decreased for bet-
ter results in ANN model. Furthermore, we found a
common model that is not able to predict all types
of trends accurately because of large data set and ran-
dom variation in data. Therefore, to accurately predict
trends of individual power demand, we need separate
machine learning models and their configurations. The
effective execution of the suggested methodology holds
the potential to exert a substantial influence on the
worldwide energy panorama and establish a pathway
towards a sustainable future.
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