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Abstract. This article is focused on the proposal of
three load balancing methods which can be used for
a selection of S-CSCF (Serving-Call Session Control
Server) server in IP Multimedia Subsystem (IMS) dur-
ing the registration procedures of subscribers. All pre-
sented methods are implemented and evaluated for var-
tous inter-arrival and service times in the mathemati-
cal model based on queueing theory. In this article, two
methods based on performance parameters (such as uti-
lizations, etc.) and one method based on number of reg-
istered subscribers to each of available S-CSCF server
are described. The main advantage of third method
1s that all related information is obtained from traffic
analysis through I-CSCF (Interrogating-CSCF) node.
Also, the designed methods are compared with other se-
lection algorithms presented in previous research works
by others researchers (Hwang et col., Cho et col. or
Tirana et col.). The article shows that the implemented
methods can optimize the service latency of whole IMS
network.
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1. Introduction

The current trends in telecommunication lead to the
convergence of mobile, wireless and fixed network tech-
nologies and the integration of wide variety of services
with particular quality of service requirements through
common transport network and using a multifunction
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terminal. At present, the IP Multimedia Subsystem
in role of the service control architecture represents a
unifying solution for convergence of these technologies.
One of the most important QoS-related network pa-
rameters whose values can be affected by unbalanced
signalling traffic over core network is the service la-
tency. In general, it is necessary to know the behaviour
of whole unbalanced systems to perform optimization
process. One of possible ways to determine the be-
haviour of a network is the performance benchmarking
or various mathematical tools like a queueing theory.

The main motivation of this article is the proposal of
new three algorithms for S-CSCF assignment [1] based
on the analysis using queueing theory. One of causes of
increased service latency over whole IMS network can
be unbalanced signalling traffic over IMS core, mainly
over the S-CSCF server as the central service provision
node of whole IMS network. One possibility of load
balancing is defined in technical specification [2]. The
influence of unbalanced traffic on the service latency
was written in [3], see second section of this article.

In this article, we will describe new selection algo-
rithms of S-CSCF server to reduce the service latency
causing by unbalancing traffic load of IMS core ele-
ments. These new algorithms do not use only the per-
formance parameters like server utilization but also the
parameter like the number of subscribers registered to
S-CSCF servers.

2. Related Work

According to the recommendations defined in the tech-
nical specification by 3GPP, the I-CSCF performs the
S-CSCF assignment only in three cases and using six
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main types of parameters (required capabilities for user
services, operator preferences on a per-user basic, ca-
pabilities of individual S-CSCF's in the home network,
topological information of where a subscriber is located
and availability of S-CSCF servers). In the first case,
the S-CSCF is selected during registration, then dur-
ing execution services for unregistered subscribers or
when the selected S-CSCF server is not responding.
All needed information to S-CSCF assignment is trans-
ferred using Cx interface within grouped AVPs, and so
within the DIAMETER Server-Capabilities AVP [I],
[2], []. In the case that all transferred information
from all available S-CSCF servers are equal, the I-
CSCF server performs the selection using the best-fit
function.

The proposals of effective algorithms or implementa-
tions of management system used to the S-CSCF selec-
tion are described in various research studies or papers
(B, [, [, 8], B, [10], [0, [12], [3], [05). n B,
Oh et at. proposed the data structure for S-CSCF
selection (S-CSCF capability and load-balancing infor-
mation) and three-step selection mechanism performed
by I-CSCF. In document [6], the proposed method of S-
CSCF assignment is based on periodical update mech-
anism of load related information of the S-CSCFs us-
ing SIP OPTIONS method. In [7], the SIP NOTIFY
method is used to transfer the information (the num-
ber of registered subscribers, resources usage such as
memory, CPU and queueing delays) in load-balancing
mechanism designed by authors Abdalla et col. In [§],
the authors proposed the re-associated schema of over-
loaded S-CSCF's based on the server utilization calcula-
tion for every 10,000 request arrivals received by each
of simulated S-CSCFs.

In next research works [9], [10], [II], [12], [13], a
design of a dynamic routing algorithm for managing
CSCF servers and its implementation is described by
authors. The presented algorithm is based on five crite-
ria with different priorities (system down or up with the
highest priority, defined threshold of CPU and mem-
ory utilizations, throughput and response time with
the lowest priority). However, the evaluation of de-
scribed algorithm is not shown in [9], [10], [I1], [12],
[13]. Therefore, this algorithm is one of evaluated al-
gorithms presented in this paper.

Four algorithms (based on uniform random alloca-
tion, round robin, lowest response time and shortest
expected delay) used to distributed S-CSCF selection
were proposed and evaluated for different grids in the
next research studies published in [I4], [15]. First two
of them are well-known algorithms. In the case of
uniform random allocation, the S-CSCF server was se-
lected from the list of available servers randomly and
in the case of round robin algorithm, the next available
S-CSCF server was always chosen. Third method (low-
est response time) was based on latency between the
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P-CSCF and S-CSCF servers measured periodically by
load balancer (located in the I-CSCF) using own up-
dated protocol. In the case of the shortest expected
delay algorithm ([I5]), the selected node was chosen
with the help of local information (such as queue size)
without coordinating with other nodes. In [I5], two
scenarios were evaluated, in the first one the request
message size was one unit and in the second case the
message size was greater. The obtained results from
first scenario showed that the method of shortest ex-
pected delay is the best selection algorithm. For sec-
ond scenario, the results of shortest expected delay and
round robin algorithms were very similar and both were
better than uniform random allocation and lowest re-
sponse time methods.

In the article [3] we presented the design of home
IMS network model based on queueing theory. The
IMS network (two Proxy-CSCF, five S-CSCFs, one
I-CSCF, one Home Subscriber Server, one Applica-
tion server and one Media Streaming Server) was de-
scribed as a single queueing network with feedbacks.
Also, we presented the support of three advanced
telecommunication services (VoIP - Voice over Inter-
net Protocol, Video on Demand and file transfer us-
ing SIP and Diameter for session control messages,
and RTP/RTCP/RTSP and MSRP protocols for media
transmission and its control) over designed mathemat-
ical model in more detail. All simulations presented
in [3] were focused on the evaluation and influence of
unbalanced signalling load over IMS core, mainly over
five S-CSCF nodes (the effect of S-CSCF's on service la-
tency was evaluated using the performance test-bed in
[16]) during the registration procedures, on service la-
tency of whole network. For purpose of load balancing,
three algorithms of S-CSCF assignment were in more
detail designed, described and evaluated. The obtained
results of [3] showed that the algorithm based on the
combination of two performance parameters, the server
utilization of S-CSCF nodes and the number of waiting
messages in the FIFO queue of S-CSCF nodes, is bet-
ter than next two algorithms based on each of selected
parameters separately. The algorithm with the best
results is used in this article for comparison both with
our new algorithms and with algorithms described in
the papers of other scientists.

As has been written above, the influence of S-CSCF
on service latency during various IMS procedures was
evaluated in [I6]. In the article, we have neglected
the effects of lower signalling delays and the impact of
delays outside IMS core elements. The derived service
latency of successful registration procedures (Dggg) is

showed in the Eq.

(1)

where D(nraa—a401) 18 the delay of the DIAMETER
MAA — SIP 401 processing during the first phases

Drec = Daa—aor) + Disaa—s200)
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of registration procedure and D(g44-200) is the delay
of the DIAMETER SAA — SIP 200 for SIP REGIS-
TER processing during the second phases of registra-
tion procedure. The percentage ratio of derived Drpg
is 94,4 % of measured Drpg. It can be seen (see the
Eq. ) that the S-CSCF has the highest impact on
delay of signalling within a home IMS network. We
obtained the very similar results for session establish-
ment procedures in [16].

Therefore, this article is focused on the problem how
to optimize the latency of whole IMS network using
load-balancing mechanism of S-CSCF servers.

3. Design of New Algorithms

The designed model of IMS network based on the
GI/M/1 queueing systems (with a single server and
FIFO queue with infinite capacity) is shown in the
Fig.[l} The used queueing model (GI/M/1) is based on
generally distributed inter-arrival times and exponen-
tially distributed service times [I7]. The most common
queueing systems are M/M/1, M/GI/1 or GI/M/1.
The designed network model can be defined as an open
single class queueing network with feedbacks.

The IMS model (see the Fig.[1)) can be divided from
the point of view of horizontal layered architecture into
four layers:

e end-device layer with load generator for support of
VoD, VoIP and File transfer over IMS signalling,

e transport layer presents intermediate transport
network technologies and routers,

e control layer presents the IMS core elements (an
I-CSCF, an HSS, two P-CSCFs and three S-
CSCFs),

e application layer presents the application (AS)
and media streaming servers (MSS) for support
of VoD service.

Each of services consists of three phases: registra-
tion procedure with subscription, session establishment
and termination procedures (only for registered sub-
scribers), and de-registration procedure. The registra-
tion phase consists of the registrar and subscription
transactions. The generated signalling flows are cre-
ated with the help of the standardized document [18].
The proposal of queueing network model using Mat-
lab environment was described in more detail in our
previous work [3].
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3.1. Unbalanced S-CSCFs

The measured latencies of whole designed queueing
network for different forms of random user request dis-
tributions among S-CSCF servers are shown in Fig. 2]
In this case, the service times of all CSCFs, HSS, AS
and MSS nodes are set to 0,075 — 0,055 time units
(the nodes have the same values for each simula-
tion); others nodes are set to constant values of
0,000001 time units.

Two following random distributions of load were
used to simulations of conditions in IMS network dur-
ing slightly and highly unbalanced distributions of re-
quests among S-CSCF servers:

e defined load of S-CSCFs (no. 1, no. 2, no. 3):
(33,33 %, 33,33 %, 33,33 %] (see Fig. 2(a)),

e defined load of S-CSCFs (no. 1, no. 2,
95 %, 2,5 %, 2,5 %] (see Fig. [2(b)).
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Fig. 2: Service latencies vs. request inter-arrival times for var-
ious service times.

It can be seen that the influence of highly unbalanced
distributions of requests among S-CSCF on latency of
whole IMS subsystem is significantly large. In the case
of first S-CSCF load ([33,33 %, 33,33 %, 33,33 %]), the
latency of whole queueing system did not have steady
state for shorter values of inter-arrival times than value
of 0,1 time units and for slow single servers (greater
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Fig. 1: Queueing network for simulation of latency in IMS network [3].

service times of request) of IMS nodes (CSCFs, HSS,
AS and MSS) than 0,075 time units.

In second scenario ([95 %, 2,5 %, 2,5 %)), it can
be seen that the obtained results of service latencies of
whole network are higher than the values from the first
scenario. The influence of unbalanced load of avail-
able S-CSCF servers is showed in Fig. In the next
subsections, we designed and described the algorithms
for balancing of S-CSCF node to minimize latencies of
whole IMS subsystem.

3.2.  Algorithm I

First proposed method of S-CSCF selection (see Fig. [3)
is based on combination of two performance parame-
ters (see Step 2), the number of waiting messages in
FIFO queue and the server utilizations. Firstly, the
queue occupation is considered and if there is only one
server with lowest queue occupation (see Step 3) then
this server is selected (see Step 4). Provided there are
more servers with the same lowest level of queue occu-
pation then two of these servers with the lowest ID are
chosen for the second round and the server with lower
value of utilization is selected (see Step 3b).

This way of selection was designed after evaluation of
methods based only on the number of waiting messages
in queues and the server utilizations [3].

3.3. Algorithm II

The actual number of waiting messages in queues and
the service times of S-CSCF servers are used as next
performance parameters to S-CSCF assignment (see
Step 2 in Fig. |3). The I-CSCF node performs the se-
lection of S-CSCF using waiting time calculation for
incoming request (see PredictedTime - PT in Eq. ,
see Step 8 and Step 4).

(2)

PT = ActNum * ServiceTime [time units].
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If there are more servers with the same results then
the S-CSCF with the lowest priority ID is chosen (see
Step 3b in Fig. .

Step 1: [ Gels list of available SCSCFs )

Step 2: ( Ges listof load related info )

OI‘Il':,'

Step 3 F salaa-d'?

L
{ Use the second criterion _:jl

Y

)_

Step 3b:

Step 4: ( Retum ID of best SCSCF

Fig. 3: The simplified idea of proposed algorithm I and II.

3.4. Algorithm III

The third algorithm is based on the balancing load
of S-CSCF servers using the actual number of regis-
tered subscribers to each of simulated S-CSCF servers.
This value is in I-CSCF record always incremented at
the end of successful registration procedure and decre-
mented at the end of de-registration procedure. If there
are more servers with the same number of subscribers
then the server with the lowest ID is selected. More-
over, unlike previous methods, this proposed algorithm
is independent from the periodic update of the values
of performance parameters (server utilization, etc.).

The main benefit of this method, in our designed
model of home IMS subsystem, is that any interface
for transferring information of S-CSCF is not required
because all related information is obtained from traffic
analysis through I-CSCF node.
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4. Simulation Results

The scenario with different performance conditions of
S-CSCFs are simulated and each presented method
for latency minimization of whole IMS network model
are evaluated for various inter-arrival times (0,095 —
0,14 time wunits, the inter-arrival times of gener-
ated SIP signalling by generator to IMS core) and
service times. The service times of S-CSCF 1, S-
CSCF 2, S-CSCF 3 are set to respectively as the
following: 0,055 time wunits, 0,065 time units and
0,075 time units. The P/I-CSCFs, HSS, AS and MSS
nodes are set to 0,065 time units; others nodes are set
to values of 0,000001 time units). The length of sim-
ulations is set on 5000 time units. Six algorithms of
S-CSCF assignment are evaluated and compared with
unbalanced scenario. First three of evaluated algo-
rithms (Algorithm 1, Algorithm 2, Algorithm 3, see
subsections 3.2, 3.3 and 3.4) were in more detail de-
scribed in the previous sections. Next three methods
are the Lowest response time [14], [15], Hwang’s algo-
rithm [9], [10], [I1], [12], [13] and also well-known selec-
tion method - the Round robin algorithm (see section 2)
which is based on circular order (if the last selected S-
CSCF of last registered subscriber was S-CSCF 1, then
S-CSCF 2 will be selected for next subscriber during
registration procedure). Also, we can divided these
algorithms into two main categories:

e the algorithms based on performance parameters
(server utilizations, etc.),

e the algorithms based on analysis of signalling traf-
fic through I-CSCF server (Algorithm III and
Round robin).

In the first case, the best algorithms is Algorithm
IT and in the second one, the Algorithm III is better
mainly for longer inter-arrival times (under value of
0,125 time units) than round robin algorithm. The
round robin algorithm is more effective to minimized
of latency for shortly inter-arrival times. Also, the ob-
tained results (see Fig. 4| and Fig. [5| or Tab. [1)) show
that the Algorithm IT is most effective to minimize the
service latency of whole network.

Table [1| show the overall improvement values com-
pared with the method without load balancing for all
simulated inter-arrival times. As has been written

Tab. 1: The obtained overall improvement for service latency
of whole IMS subsystem.

Implemented method Improvement [%]

Round Robin 26,067 £ 6,151

Hwang’s algorithm [9], [10], [11], [12], [13] 18,433 £ 11,6

LRT with feedbacks [14], [15] 18,574 + 13,244

Algorithm I (see section 3.2) 20,761 £+ 13,19

Algorithm IT (see section 3.3) 29,515 £ 7,709

Algorithm IIT (see section 3.4) 25,274 + 3,487
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Fig. 4: Characteristics of latencies vs.
times.

request inter-arrival

above (see section 2), in the case that all related infor-
mation from available S-CSCF's are equal, the S-CSCF
selection is based on the best-fit function. The most
commonly best-fit function for S-CSCF assignment is
just the Round robin algorithm. The average improve-
ment value of algorithm IT when compared with the
round robin as best-fit function is 3,769 %.

5. Conclusion

Three types of S-CSCF selection algorithms were de-
signed and then compared with algorithms presented
in the papers of other researchers [9], [10], [11], [12],
[13], [14], [15]. In the case of first two designed met-
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hods, the performance parameters (such as server uti-
lizations, etc.) are used to choose the best of available
S-CSCF servers. Third algorithm is based on analysis
of signalling traffic through I-CSCF node.

In the graphs (see Fig. [ and Fig. [f]), the average
values of service latencies within the inter-arrival rates
(rate of generated messages by UEs within IMS net-
work) are shown. It can be seen that the best load
balancer methods for all values of inter-arrival and ser-
vice times are the Algorithm IT (based on prediction of
waiting times for incoming requests) and Round Robin
algorithms. The Algorithm II is the most effective to
minimize service latency especially for shortly inter-
arrival times. The service latency of whole designed
network did not have steady state for shorter values of
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inter-arrival times than value of 0,095 time units for
settings of service times defined in section Simulation
Results. This value of inter-arrival time is affected by
the relatively high influence of feedbacks in the pre-
sented IMS model.

The obtained results from simulation with different
performance conditions of S-CSCF's show that designed
algorithms are optimizing the service latency compared
with the standardized solution and with algorithms
presented by others researchers (Hwang et col., Cho
et col. or Tirana et col.). The second algorithm is the
most effective method to minimize the service latency
especially for shortly inter-arrival times. The overall
minimum improvement value when compared with the
round robin method is under 5 %.

The possible weakness of presented model are the
queue with infinite capacity or the service rate of
all simulated IMS nodes are exponential distributed.
Therefore, our future research work will be focusing on
the modelling of the home IMS network with the help
of GI/GI/1/k queueing systems. The service times for
each of SIP or DIAMETER signalling over IMS core
will be defined with the help of performance evaluation
of the home IMS network. Thanks to this queueing sys-
tem, the designed model will more correspond with the
real IMS network and real network conditions.
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